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Abstract

We define invariant operators for term structure models with observable factors, and show that they preserve the likelihood. Thus, the models need to be identified, and alternative restrictions are proposed. The choice of identification keeps the responses of the yield curve and of the observable factors to state variable shocks unchanged. However, it may affect the latent response.
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1. Introduction

Multi-factor affine term structure models are nowadays the workhorse of yield curve modeling and derivatives pricing. However, estimation of these models' parameters demands high computational time and large samples. Hence, it is not surprising that many authors have tried to reduce the parameter space, sometimes using reasonable economic criteria. Nevertheless, restrictions are actually necessary to identify the model. Dai and Singleton (2000) show that there are transformations of the parameters and state variables of affine models that preserve the yield curve. Therefore, the full form of the model is sub-identified. On the other hand, arbitrary restrictions may over-identify some parameters, distorting model’s properties. Thus, one must find a well-defined set of restrictions leading to exact identifications.

There are two approaches in the affine literature to deal with the identification problem. The first one, introduced by DS, uses invariant transformations that do not affect prices but reduce the number of free parameters. The second approach, proposed by Duffie and Kan (1996) and refined by Collin-Dufresne et al. (2008), relies on specific transformations of the state factors into zero coupon yields, thereby eliminating unnecessary parameters. However, neither of these works studied the identification of affine models with observable factors. In this paper we fill this gap in the literature. More specifically, we extend the DS methodology by presenting an identification scheme for Gaussian macro-finance term structure models. In addition, we show how the DS method can be used to identify other linear factor models with observable factors, such as a macro-augmented version of the Nelson and Siegel (1987) model.

Term structure models with observable factors are a fast growing topic merging the finance and macroeconomics literatures. Among other works dealing with these issues, we can cite Ang and Piazzesi (2003), Dewachter and Lyrio (2006), Diebold et al. (2006), Hördahl et al. (2006) and Ang et al. (2007). In a nutshell, these papers show that the inclusion of observable factors contributes positively to the fitting and forecasting of the yield curve and to the interpretation of latent factors and risk premiums. Moreover, models with observable factors allow assessing the relationship between interest rates and macro shocks.

We start by defining invariant operators for each model that preserve the likelihood. Then we propose a scheme to identify the models. However, there are alternative identification choices, which could in principle have different properties. Nevertheless, we show that the yield curve response to shocks in the state variables is the same for any identification choice. The same is true for the ob-

---

1 Gaussian models are models in which the yields are an affine function of state variables and each state variable follows a homoscedastic Gaussian process. Although, stochastic volatility models play a role in the explanation of stylized finance facts, Gaussian models are the standard approach in literature of term structure models with macro factors as discussed in the next paragraph.
observable factors response. On the other hand, the latent factors response does depend on the choice. Our contribution relies on the fact that when observable factors are included in the state vector, new restrictions are needed to take into account the additional degrees of freedom given by the choice of the loadings of the observable factors. However, we are not free to transform the observable factors since they are inputs of the model. Moreover, the ways of redefining the latent factors increase, since they can be recombined with the observable factors to yield new latent variables.

Some recent studies also point out a necessary set of identification restrictions of affine models with observable factors. Pericoli and Taboga (2008) provide one of the possible identification schemes. Our article generalizes this work since we propose a wider set of identification schemes. Contemporaneously to our work, Joslin et al. (2011), Joslin et al. (2013a) and Joslin et al. (2013b) investigate invariant transformations that give observationally equivalent term structure models with macro variables. Notwithstanding the fact that this sequence of papers present transformations that keep the real world dynamics of the factors unchanged, they differ from ours since we show explicitly translations and rotations that preserve the likelihood and responses to shocks. Moreover, we indicate identification schemes for some classical Gaussian models not yet addressed in the literature.

The rest of this article is organized as follows. Section 2 details the models. In Section 3 we define the invariant operators and present the main results. In Section 4 we offer our concluding remarks.

2. Models

Let $Y_{n,t}$ be the continuously compounded yield on an $n$-period zero coupon bond and $X_t = (M_t', \theta_t')'$ be the state vector composed of $p$ observable factors $M_t$ and $q$ latent factors $\theta_t$. The models analyzed in this work can be specified by the following equations:

\begin{align}
Y_{n,t} &= A_n(\Psi) + B_n(\Psi)\theta_t + B_n(\Psi)M_t + \sigma_n u_{n,t}, \\
M_t &= \mu^M + \Phi^{MM}M_{t-1} + \Phi^{MO}\theta_{t-1} + \Sigma^{MM}\varepsilon_t^M + \Sigma^{MO}\varepsilon_t^\theta, \\
\theta_t &= \mu^\theta + \Phi^{\theta M}M_{t-1} + \Phi^{\theta \theta}\theta_{t-1} + \Sigma^{\theta M}\varepsilon_t^M + \Sigma^{\theta \theta}\varepsilon_t^\theta.
\end{align}

where $u_{n,t} \sim \text{IID } \mathcal{N}(0,1)$, $\varepsilon_t^M \sim \text{IID } \mathcal{N}(0, I_p)$, $\varepsilon_t^\theta \sim \text{IID } \mathcal{N}(0, I_q)$, $\Phi^{MM}, \Sigma^{MM} \in \mathbb{R}^{p \times p}$, $\Phi^{MO}, \Sigma^{MO} \in \mathbb{R}^{p \times q}$, $\Phi^{\theta M}, \Sigma^{\theta M} \in \mathbb{R}^{q \times p}$, and $\Phi^{\theta \theta}, \Sigma^{\theta \theta} \in \mathbb{R}^{q \times q}$.

If $Y_t = (Y_{1,t}, \ldots, Y_{N,t})'$ is the vector of yields, where $N$ is the longest maturity in the bond market, then the equations above can be written in a more compact form:

\begin{align}
Z_{t} &= A_{t}(\Psi) + B_{t}(\Psi)\theta_{t} + B_{t}(\Psi)M_{t} + \sigma_{t} u_{t}, \\
M_{t} &= \mu^{M} + \Phi^{MM}M_{t-1} + \Phi^{MO}\theta_{t-1} + \Sigma^{MM}\varepsilon_{t}^{M} + \Sigma^{MO}\varepsilon_{t}^{\theta}, \\
\theta_{t} &= \mu^{\theta} + \Phi^{\theta M}M_{t-1} + \Phi^{\theta \theta}\theta_{t-1} + \Sigma^{\theta M}\varepsilon_{t}^{M} + \Sigma^{\theta \theta}\varepsilon_{t}^{\theta},
\end{align}

where $u_{t} \sim \text{IID } \mathcal{N}(0,1)$, $\varepsilon_{t}^{M} \sim \text{IID } \mathcal{N}(0, I_p)$, $\varepsilon_{t}^{\theta} \sim \text{IID } \mathcal{N}(0, I_q)$, $\Phi^{MM}, \Sigma^{MM} \in \mathbb{R}^{p \times p}$, $\Phi^{MO}, \Sigma^{MO} \in \mathbb{R}^{p \times q}$, $\Phi^{\theta M}, \Sigma^{\theta M} \in \mathbb{R}^{q \times p}$, and $\Phi^{\theta \theta}, \Sigma^{\theta \theta} \in \mathbb{R}^{q \times q}$.
form as

\[ Y_t = A(\Psi) + B^M(\Psi)M_t + B^\theta(\Psi)\theta_t + \sigma u_t \]  \hspace{1cm} (4)

\[ = A(\Psi) + B(\Psi)X_t + \sigma u_t, \ u_t \sim N(0, I_N) \text{ and} \]

\[ X_t = \mu + \Phi X_{t-1} + \Sigma \varepsilon_t, \ \varepsilon_t \sim N(0, I_{p+q}). \]  \hspace{1cm} (5)

Each model is characterized by the functions \( A(\Psi) \), \( B^M(\Psi) \) and \( B^\theta(\Psi) \), where \( \Psi \) is a vector stacking the model parameters.

Equations (4) and (5) accommodate a rich class of linear models. In this study we consider the following cases:

- **Affine** (na). In the affine model we impose restrictions on the yields dynamics so that there are no-arbitrage opportunities. The one-period short rate is given by \( r_t = \delta_0 + \delta^M_t M_t + \delta^\theta_t \theta_t = \delta_0 + \delta^*_t X_t \). We assume the existence of a pricing measure \( \mathbb{Q} \). The connection between the pricing and the objective probability measures is given by an extended affine market price of risk (Cheridito et al., 2007), \( \lambda_t = \lambda_0 + \lambda_1 X_t \). The dynamics of \( X_t \) under the pricing measure is given by \( X_t = \mu^* + \Phi^* X_{t-1} + \Sigma \varepsilon_t \), where \( \Phi^* = \Phi - \Sigma \lambda_1 \) and \( \mu^* = \mu - \Sigma \lambda_0 \). The no-arbitrage restrictions imply that \( A_n = -a_n/n \) and \( B_n = -b'_n/n \), where \( a_n \) and \( b_n \) are obtained by recursive equations: \( a_1 = -\delta_0 \), \( b_1 = -\delta_1 \), and for every \( n \), \( b'_{n+1} = \delta'_1 + b'_n (\Phi - \Sigma \lambda_1) \) and \( a_{n+1} = -\delta_0 + a_n + b'_n (\mu - \Sigma \lambda_0) + \frac{1}{2} b'_n \Sigma b_n \).

- **Quasi-affine** (qn). The quasi-affine model slightly relaxes the no-arbitrage condition but has the advantage of easier estimation. In this case, \( B \) has the same specification as the affine model. However, \( A \) is determined such that \( \sigma u_t = Y_t - A - B^\theta \theta_t - B^M M_t \) has zero mean.

- **Common factor** (cf). In this case there are no economic restrictions. In other words, \( A \) and \( B \) are unconstrained.

- **Nelson-Siegel** (ns). The Nelson and Siegel (1987) model is a popular interest rate model used to interpolate the yield curve. Diebold et al. (2006) proposed a dynamic version of this model that has presented encouraging forecasting results. In our framework an extension of the Nelson and Siegel model with macro variables can be obtained by fixing \( B^\theta_n = (1, (1 - e^{-\gamma n})/\gamma n, (1 - e^{-\gamma n})/\gamma n - e^{-\gamma n})' \) and leaving \( A \) and \( B^M \) unrestricted.

- **Legendre** (lg). The Legendre model (see Almeida et al., 1998) is very similar to the NS model. The only difference is the parametric form of the loadings. Once again \( A \) and \( B^M \) are unrestricted, however the loadings of the latent factors are \( B^\theta_n = (1, x_n, \frac{1}{2} (3x_n^2 - 1), \frac{1}{2} (5x_n^3 - 3x_n))' \), where \( x_n = 2n/N - 1 \).

\(^3\text{For a more detail description of the affine family, see, for instance, Duffie and Kan (1996) and Ang and Piazzesi (2003).}\)
The set of parameters in each case is: (na) \( \Psi = (\delta_0, \delta_1, \lambda_0, \lambda_1, \mu, \Phi, \Sigma, \sigma) \); (qn) \( \Psi = (\delta_1, \lambda_1, \mu, \Phi, \Sigma, \sigma) \); (cf) \( \Psi = (A, B, \mu, \Phi, \Sigma, \sigma) \); (ns) \( \Psi = (A, B^M, \gamma, \mu, \Phi, \Sigma, \sigma) \); and (lg) \( \Psi = (A, B^M, \mu, \Phi, \Sigma, \sigma) \).

3. Identification

Invariant operators stand for transformations of the parameters and state vector that keep the yield curve and the likelihood unchanged. We begin with the definition of three invariant operators \( T_L, T_v \) and \( T_O \). \( T_L \) does not affect the macro space but mixes the macro and latent factors by a rotation in a new set of latent variables. \( T_v \) is a translation of the latent factors and \( T_O \) rotates the shocks parameters.

Consider a non-singular matrix \( L \in \mathbb{R}^{(p+q) \times (p+q)} \),

\[
L = \begin{pmatrix}
I_p & 0_{p \times q} \\
\alpha & \beta
\end{pmatrix},
\]

where \( \alpha \in \mathbb{R}^{q \times p} \), and \( \beta \in \mathbb{R}^{q \times q} \). The operator \( T_L \) acts on \( \{\Psi, X\} \):

1. na: \( \{\Psi, X\} \mapsto \{ (\delta_0, (L')^{-1} \delta_1, \lambda_0, \lambda_1 L^{-1}, L \mu, L \Phi L^{-1}, L \Sigma, \sigma), LX \} \).
2. qn: \( \{\Psi, X\} \mapsto \{ ((L')^{-1} \delta_1, \lambda_1 L^{-1}, L \mu, L \Phi L^{-1}, L \Sigma, \sigma), LX \} \).
3. cf: \( \{\Psi, X\} \mapsto \{ (A, B L^{-1}, L \mu, L \Phi L^{-1}, L \Sigma, \sigma), LX \} \).
4. ns: \( \{\Psi, X\} \mapsto \{ (A, B^M - B^\theta \beta^{-1} \alpha, \gamma, L \mu, L \Phi L^{-1}, L \Sigma, \sigma), LX \} \) with \( \beta = I_q \).
5. lg: \( \{\Psi, X\} \mapsto \{ (A, B^M - B^\theta \beta^{-1} \alpha, L \mu, L \Phi L^{-1}, L \Sigma, \sigma), LX \} \) with \( \beta = I_q \).

Note that the transformed latent factors are a mixture of the original observed and latent variables. In other words, the operator \( T_L \) adjusts the “macro” content of the latent factor:

\[
\theta_t \mapsto \alpha M_t + \beta \theta_t. \quad (6)
\]

Let \( \nu \in \mathbb{R}^{p+q}, \nu = (0_p^\prime, \nu^\prime)^\prime \). The operator \( T_v \) shifts the latent factors:

1. na: \( \{\Psi, X\} \mapsto \{ (\delta_0 - \delta_1 \nu, \delta_1, \lambda_0 - \lambda_1 \nu, \lambda_1, \mu + (I_{p+q} - \Phi) \nu, \Phi, \Sigma, \sigma), X + \nu \} \).
2. qn: \( \{\Psi, X\} \mapsto \{ (\delta_1, \lambda_1, \mu + (I_{p+q} - \Phi) \nu, \Phi, \Sigma, \sigma), X + \nu \} \).
3. cf: \( \{\Psi, X\} \mapsto \{ (A - B \nu, B, \mu + (I_{p+q} - \Phi) \nu, \Phi, \Sigma, \sigma), X + \nu \} \).
4. ns: \( \{\Psi, X\} \mapsto \{ (A - B \nu, B^M, \gamma, \mu + (I_{p+q} - \Phi) \nu, \Phi, \Sigma, \sigma), X + \nu \} \).
5. lg: \( \{\Psi, X\} \mapsto \{ (A - B \nu, B^M, \mu + (I_{p+q} - \Phi) \nu, \Phi, \Sigma, \sigma), X + \nu \} \).
The last operator, \( T_O \), where \( O \) is a \((p + q) \times (p + q)\) orthogonal matrix (i.e., \( O^{-1} = O' \)), rotates the parameters of the i.i.d. shocks.\(^4\) It does not affect the state vector. This operator is defined by \( T_O : \Sigma \mapsto \Sigma O' \). Note that the rotation \( T_O \) is related to a common identification issue found in the ordering of the state variables in a VAR model.

The operators are constructed in order to preserve the short rate, the risk premium and the observable factors. In fact, they also preserve the likelihood, as will be shown in the next two propositions. The format of the likelihood depends on the type of treatment of the stochastic singularity that appears when there are more observed yields than latent factors. In Proposition 3.1 we consider the Chen and Scott (1993), (CS) method. In this case we select a subset from the observed yields and extract the latent vectors by inverting a linear equation relating these variables. The other yields are measured with Gaussian errors. An alternative procedure to deal with stochastic singularity consists of adding measured errors to all observed yields and estimating the model parameters in a single step using the Kalman filter technique. The likelihood of this last approach is analyzed in Proposition 3.2. Since the Kalman filter is often used within the MCMC procedure, besides the full information likelihood we also consider the marginal likelihood in Proposition 3.2. The proofs are presented only for the na case. For the other models, similar arguments lead to the desired results.

**Proposition 3.1** The invariant transformations defined previously preserve the likelihood of the models estimated by the CS method.

**Proof:** The na likelihood (see Ang and Piazzesi, 2003) is given by

\[
\mathcal{L}(\Psi, X) = \\
= (T - 1) \log |\det(\bar{B})| - 0.5(T - 1) \log \det(\Sigma \Sigma') \\
- 0.5 \sum_{t=2}^{T} (X_t - \mu - \phi X_{t-1})' [\Sigma \Sigma']^{-1} (X_t - \mu - \phi X_{t-1}) \\
- 0.5(T - 1) \log \det(\Omega) - 0.5 \sum_{t=2}^{T} u_t' \Omega^{-1} u_t, 
\]

where \( T \) is the sample size, \( u_t \) is the vector of yield measurement errors, \( \Omega \) represents the covariance matrix for \( u_t \) and the \( \bar{B} \) matrix is given by

\[
\begin{bmatrix}
M_t \\
Y_t(\tau_{\text{without error}})
\end{bmatrix} = \bar{A} + \bar{B} X_t,
\]

\(^4\)In the continuous versions of the models, \( T_O \) rotates the Brownian motions that characterize the uncertainty in the economy.
where $Y_t(\tau_{\text{without error}})$ are the yields observed without error with maturities $\tau_{\text{without error}}$. Applying $T_L$ to each terms, the result is $L(T_L\{\Psi, X\}) = L(\{\Psi, X\})$. Likewise, $T_\nu$ and $T_O$ preserve $L(\Psi, X)$. \hfill $\Box$

**Proposition 3.2** The invariant transformations defined by $T_L$, $T_\nu$ and $T_O$ preserve the likelihood of the Kalman filter.

*Proof:* We show that the full-information and marginal likelihoods are preserved, i.e., $L(Y|X, \Psi) = L(Y|X, \Psi)$ and $L(Y|M, \Psi) = L(Y|M, \Psi)$, where $(X, \Psi)$ are the transformed variables and parameters. This is easily seen for the full information likelihood, which is given by

$$L(Y|\theta, M, \Psi) = -0.5 \sum_t \log |\sigma\sigma'| + (Y_t - A - BX_t)'(\sigma\sigma')^{-1}(Y_t - A - BX_t).$$

We now turn to the marginal distribution. In this case, the likelihood is given by

$$L(Y|M, \Psi) = \sum_t -0.5 \left[(Q_t + (Y_t - f_t)Q_t^{-1}(Y_t - f_t))\right],$$

which depends on the Kalman filter equations (see West and Harrison, 1997). Let $X_0 \sim N(m_0, C_0)$ be the initial state of the Kalman filter. The prior of the state variables is defined as $\tau = \tilde{\tau}$ which depends on the Kalman filter equations (see West and Harrison, 1997). Let $X_t = \Phi X_{t-1} + V_t$, where $d_t = \mu + \Phi m_{t-1}$, $R_t = \Phi C_{t-1} \Phi' + V_t = \Sigma\Sigma'$, $f_t = A + Bd_t$, $Q_t = BR_t B' + \sigma^2\sigma'\sigma$. Also, due to the fact that $M_t$ is observable,

$$m_t = (M_t, m_t)^T$$

and $C_t = \begin{pmatrix} 0_{p \times p} & 0_{p \times q} \\ 0_{q \times p} & C_{t00} \end{pmatrix}$,

where $m_t^\sigma = d_t^\sigma + [R_t B' C_t^{-1}(Y_t - f_t)]^\sigma, C_{t00} = [R_t + R_t B' Q_t^{-1} BR_t]'$. 

First, consider the operator $T_L$. Note that $\tilde{\Sigma} = \tilde{\Sigma} = L\Sigma L'$, $\tilde{\mu} = L\mu = L\Sigma\lambda_0 = \tilde{\mu} - \Sigma\lambda_0$, $\Phi^* = L\Phi^* L^{-1} = L(\Phi - \Sigma\lambda_1) L^{-1} = \Phi - \Sigma\lambda_1$. We prove by induction that if it is assumed that $\tilde{m}_0 = Lm_0$ and $\tilde{C}_0 = LC_0 L'$, then

$$\tilde{m}_t = Lm_t, \tilde{C}_t = LC_t L', \tilde{d}_t = Ld_t, \tilde{R}_t = LR_t L', \tilde{f}_t = f_t, \tilde{Q}_t = Q_t.$$  \hfill (9)

For $t = 1$, we have

$$\tilde{d}_1 = \tilde{\mu} + \tilde{\Phi} \tilde{m}_0 = L\mu + L\Phi L^{-1} L m_0 = R_0 + \tilde{R}_1 = \tilde{\Phi} \tilde{C}_0 \tilde{\Psi}' + \tilde{V} = L\Phi L^{-1} LC_0 L' L^{-1} \Phi L' + LV L^{-1} = LR_1 L',$$

$$f_1 = A + Bd_t = A + BL L^{-1} L a_1 = f_t,$$

$$Q_1 = BR_1 B' + \tilde{\sigma} = BL^{-1} LR_1 L'(L^{-1}) B' + \sigma = BR_1 B' + \sigma = Q_1.$$
the likelihood. By eliminating the degrees of freedom \( C \) we can identify the models. The following procedure shows how to do this:

\[
\tilde{m}_t = \tilde{d}_1 + \tilde{R}_1 \tilde{B}' \tilde{Q}_1^{-1} (Y_t - \tilde{f}_1)^	heta = [Ld_t + LR_1L' (L'^{-1}) B' Q_1^{-1} (Y_t - f_1)]^\theta,
\]

\[
\tilde{C}_t^{\theta\theta} = [\tilde{R}_1 + \tilde{R}_1 \tilde{B} Q_1^{-1} \tilde{B}' \tilde{R}_1]^{\theta\theta} = [LR_1L' + LR_1L' (L'^{-1}) B' Q_1^{-1} BL^{-1} LR_1L']^{\theta\theta}.
\]

Hence \( \tilde{m}_t \equiv [Lm_t]^{\theta} \) and \( \tilde{C}_t^{\theta\theta} = [LC_1L']^{\theta\theta} \), and therefore \( \tilde{m}_t = Lm_t \) and \( \tilde{C}_t = LC_1L' \). Thus, for \( t = 1 \) (9) holds. Now, suppose property (9) is true for \( t \). Then, analogous calculations show that (9) holds for \( t + 1 \). It follows that

\[
L(Y_{t+1}|M, \Psi) = L(Y_t|M, \Psi).
\]

Similar calculations prove that \( T_u \) and \( T_D \) preserve \( L(Y|M, \Psi) \).

Thus, we have proved that the operators indeed represent the degeneracy of the likelihood. By eliminating the degrees of freedom \( \alpha, \beta, \nu, O \) of the operators we can identify the models. The following procedure shows how to do this:

1. For all models, the operator \( T_u \) can be used to set \( \mu^\theta = 0 \), and the operator \( T_D \) to impose a lower triangular form for \( \Sigma \).

2. However, the use of \( T_L \) will depend on the type of model. Consider the na\-case. The identification can be achieved by applying restrictions on any parameter, particularly on \( \Sigma, \Phi, \Phi^* \) or \( \Lambda_1 \).

3. Restriction on \( \Sigma \). The matrices \( \alpha \) and \( \beta \) are chosen such that \( \Sigma_t^{\theta\theta} = 0_{p \times q} \) and \( \Sigma_t^{\theta\theta} = I_q \), where \( \Sigma = L \Sigma \). This does not exhaust the free parameters. So, we apply the transformation \( T_S := T_L|\alpha = 0_{q \times p} \), with \( \beta = S \) being a rotation matrix, such that \( \Phi^\theta \) or \( \Phi^*^{\theta\theta} \) becomes lower triangular. The operator \( T_S \) commutes with \( L \Sigma \) so that it will only rotate the i.i.d. shocks, preserving the other parameters. This completes the identification. Another option is obtained by choosing \( \beta \) such that \( \Sigma_t^{\theta\theta} \) is diagonal and then applying \( T_D := T_L|\alpha = 0_{q \times p} \), with \( \beta = D \) a diagonal matrix, such that \( \delta_t^\theta = 1 \), where \( 1 \) is a vector of ones.

4. Restriction on \( \lambda_1 \). Using \( L \) we can fix \( \lambda_t^{\theta\theta} = 0_{p \times q} \) and \( \lambda_t^{\theta\theta} = I_q \).

5. Restriction on \( \Phi \) or \( \Phi^* \). This case is more difficult, because it involves quadratic equations. To avoid this, we assume that \( \Phi \) can be decomposed as \( PA \Phi P^{-1} \), where \( \Lambda \) is a real diagonal matrix. If \( \Phi \) has real and distinct eigenvalues, this is always possible. Since \( \Phi = PA \Phi P^{-1} \), then \( L \Phi L^{-1} = LPA(LP)^{-1} \). Now, \( \alpha \) can be chosen such that \( LP \) becomes upper block triangular (ubt), that is \( [LP]^{\theta\theta} = 0_{p \times q} \). Then \( (LP)^{-1} \) and the transformed \( \Phi = L \Phi L^{-1} \) will also be ubt. That is, \( \Phi^{\theta\theta} = 0_{p \times q} \). The first identification of this type is the following. Choose \( \beta \) such that \( \beta^{P^{\theta\theta}} \) is a diagonal matrix; then \( \Phi^{\theta\theta} \) will also be diagonal. Next, use \( T_D \) such that \( \delta_t^\theta = 1 \), completing the identification. Alternatively, we could have started with \( \Phi^* = PA \Phi P^{-1} \). Yet another possibility is to impose that \( \beta^{P^{\theta\theta}} \) be a lower triangular matrix, which implies a lower triangular \( \Phi^{\theta\theta} \). Then using \( T_U := T_L|\alpha = 0_{q \times p} \), with \( \beta = U \) a
lower triangular matrix, we impose that $\Sigma^{\theta\theta}$ be diagonal. The identification finishes by applying $T_D$ such that $\delta_1^{\theta} = 1$.

6. For the other models, the procedure is analogous, except that in the case of the $lg$ and $ns$ models, for which there are fewer degrees of freedom since we must have $\beta = I_3$.

Table 1 shows a summary of the identification. Type 2 assumes that $\Phi$ or $\Phi^*$ can be decomposed as $PAP^{-1}$. Otherwise, we call it Type 1. Parameters not present in this table must be in the full form both in the Type 1 and Type 2 schemes.

Table 1
Summary of the identification (affine case)

<table>
<thead>
<tr>
<th>Type</th>
<th>$\Phi^{\theta M}$</th>
<th>$\Phi^{\theta\theta}$</th>
<th>$\Phi^*^{\theta M}$</th>
<th>$\Phi^*^{\theta\theta}$</th>
<th>$\Sigma^{\theta M}$</th>
<th>$\Sigma^{\theta\theta}$</th>
<th>$\delta_1^{\theta}$</th>
<th>$\lambda_1^{\theta M}$</th>
<th>$\lambda_1^{\theta\theta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>L Tr</td>
<td>0</td>
<td>I</td>
<td>Full</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>L Tr</td>
<td>0</td>
<td>Diag</td>
<td>I</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Full</td>
<td>L Tr</td>
<td>Full</td>
<td>Full</td>
<td>0</td>
<td>I</td>
<td>Full</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Full</td>
<td>L Tr</td>
<td>Full</td>
<td>Full</td>
<td>0</td>
<td>Diag</td>
<td>I</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Full</td>
<td>Full</td>
<td>-</td>
<td>Full</td>
<td>L Tr</td>
<td>Full</td>
<td>0</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>L Tr</td>
<td>Full</td>
<td>0</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Full</td>
<td>Full</td>
<td>0</td>
<td>Diag</td>
<td>Full</td>
<td>L Tr</td>
<td>I</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>Full</td>
<td>Full</td>
<td>0</td>
<td>L Tr</td>
<td>Full</td>
<td>Diag</td>
<td>I</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>Diag</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>L Tr</td>
<td>I</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>L Tr</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Diag</td>
<td>I</td>
<td>-</td>
</tr>
</tbody>
</table>

This table presents a summary of identification schemes of the affine model. Here, “Full” stands for a vector or matrix with no restrictions, “Diag” represents a diagonal matrix, “L Tr” is a lower triangular matrix and 0 is a matrix of zeros. The letter I represents the identity matrix or a vector of ones. A trace means that the parameter is a combination of other parameters of the model.

Since there are many options, it is not clear how to choose a specification. Our next proposition at least shows that the response of the yield and observable variables to state factor shocks (IRFY and IRFM, respectively) and the variance decomposition of the yield (VDY) are the same in any case. In practice, however, at the inference stage some alternatives may prove easier to estimate.

Proposition 3.3 $T_L$ and $T_v$ preserve IRFY, IRFM and VDY. Moreover, all operators preserve the yield curve.

Proof: First note that for the $qn$, $cf$, $ns$ and $lg$ models, the invariance of the yields is immediate. Consider the $na$ model. The weights $A$ and $B$ change to $A$ and $BL^{-1}$.
when $T_L$ is applied, because $b'_{n+1} = -\delta L^{-1} + b'_{n} L^{-1}(L\Phi L^{-1} - L\Sigma \lambda_1 L^{-1})$ and $a_{n+1} = -\delta_0 + a_n + b'_{n} L^{-1}(L\mu - L\Sigma \lambda_0) + \frac{1}{2} b'_{n} L^{-1} L\Sigma \lambda_1 (L^{-1})'b_n$. It follows that $Y_t = A + BL^{-1}LX_t + \sigma u_t$, which proves the invariance under $T_L$.

Furthermore, similar computations show $a_{n+1}$ becomes $a'_{n+1} - b'_{n+1} \nu$ when $T_\nu$ is applied. Thus, $A$ and $B$ change to $A - B\nu, B$. Then $Y_t = A - B\nu + B(X_t + \nu) + \sigma u_t$, which proves the invariance under $T_\nu$.

The response of the yield and observable variables to state factor shocks at horizon $n$ are given by $IRFY = B\Phi^n \Sigma \varepsilon_t$ and by $IRFM = (\Phi^n \Sigma \varepsilon_t)^M$. Since $VDY$ is a transformation of $IRFY$, the invariance of $VDY$ follows from the invariance of $IRFY$.

On the other hand, the response of the latent variables to factor shocks, $IRF\theta = (\Phi^n \Sigma \varepsilon_t)^\theta$, depends on the identification. $^5$ This has implications for the interpretation of the latent factors, especially regarding monetary policy rules, since different specifications give different weights to the macro content of the latent factors.

4. Conclusion

We specified invariant operators and proved they preserve the likelihood of term structure models with observable factors. Hence, a choice must be made to identify the model, and we showed ways of achieving it. It turns out that any specification, if correctly estimated, leads to the same observable model properties, such as the response of the yield curve to state variable shocks. However, some specifications can be numerically simpler to estimate. On the other hand, the interpretation of the latent factor may depend on the specification.
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