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Abstract

The aim of this paper is to provide evidence on output convergence among the Mercosur countries and associates, using multivariate time-series tests. The methodology is based on a combination of tests and estimation procedures, both univariate and multivariate, applied to the differences in per capita real income. We use the definitions of time-series convergence proposed by Bernard & Durlauf and apply unit root and stationarity tests to the individual variables, as well as the multivariate unit root tests proposed by Abuaf & Jorion and Taylor & Sarno. In this same multivariate context, the Flóres, Preumont & Szafarz and Breuer, McNown & Wallace tests, which allow for the existence of correlations across the series without imposing a common speed of mean reversion, identify the countries that converge. Concerning the empirical results, there is evidence of long-run convergence or, at least, catching up, for the smaller countries, Bolivia, Paraguay, Peru and Uruguay, towards Brazil and, to some extent, Argentina. In contrast, the evidence on convergence for the larger countries is weaker, as they have followed different (or rather opposing) macroeconomic policy strategies. Thus the future of the whole area will critically depend on the ability of Brazil, Argentina and Chile to find some scope for more cooperative policy actions.

Key words: convergence, multivariate tests, unit roots, Mercosur, per capita income.

1 Introduction.

The present research is related to the growing empirical literature on the role of economic integration in achieving convergence. These studies have usually focused on developed countries, and more precisely on OECD countries. However, convergence, that is, the tendency of per capita income of different economies to equalize over time, as predicted by Solow’s (1956) neoclassical growth model, remains a question of vital importance in the whole globe.

Three main features of the paper should be pointed out. First, we present a careful synthesis of convergence concepts used until now. From this, it clearly stands out that the theme remains controversial, a unifying definition being still needed. Moreover, as applications deal with groups of countries, it is somewhat surprising that empirical tests resorting to a multivariate treatment of the problem are still scarcely used.

The second salient feature relates to the last point above. In fact, a way of reconciling the importance of the cross-sectional dimension for the assessment of convergence with the well established inference procedures from the time series literature can be found in the recently proposed multivariate unit root tests. Starting with the pooled test first used by Abuaf and Jorion (1990), multivariate tests have been derived that allow for different degrees of heterogeneity in the cross-sections, with the important property of exploiting the information in the covariances among the group of countries. Examples are the tests proposed by Flöres et al. (1996), Sarno and Taylor (1998) and Breuer et al. (1999).

We develop here an econometric methodology that comprises a range of techniques. The gist of our approach is the sequential application of the four mentioned multivariate tests. It is complemented by the use of Johansen’s cointegration test and the detection of convergence clusters by the technique proposed by Hobijn and Franses (2000). As a result, a robust identification of convergence clubs is achieved.

Finally, this is a study on South American economies, notably Mercosur members and associates. The findings point out to the increasing leadership role of Brazil and to the singular position occupied by Argentina, a country that has not of late experienced a consistent spell of favorable economic conditions. There is also suggestive evidence that the creation of Mercosur helped the convergence process.

The paper is organized as follows. Section 2 surveys the several ways of defining and measuring convergence, as well as the notion of convergence itself. Section 3 briefly discusses the testing methods used in the paper, within the framework of our proposal. Section 4 contains a rather descriptive presentation of the data and the results of applying the traditional tests for
\(\beta\) - and \(\sigma\) - convergence. Section 5 presents the empirical results using the methodology proposed and, finally, section 6 concludes.

2 Convergence concepts: a synthesis.

The definition of convergence has been changing over time as a result of a feedback process between theory and empirics\(^1\). The traditional definition of convergence is associated with Sala-i-Martin (1990) who first defined two concepts of convergence derived from the classical growth literature: \(\beta\)-convergence and \(\sigma\)-convergence. There is \(\beta\)-convergence if poor economies tend to grow faster than the rich ones. In this case, per capita incomes of countries converge to one another in the long-run, independently of their initial conditions. Let \(y_{it}\) be data on per capita income for a cross-section of economies, whereas their annualized rate of growth is defined as

\[
\gamma_{i,t,t+T} = \log(y_{i,t+T}/y_{i,t})/T.
\]

If in the estimation of:

\[
\gamma_{i,t,t+T} = \alpha - \beta \log(y_{i,t}) + \varepsilon_{i,t}
\]

we find that \(\beta > 0\), then the data exhibit absolute convergence.

A group of economies is \(\sigma\)-converging if the dispersion of their real per capita GDP levels tends to decrease over time. Thus,

\[
\sigma_{t+T} < \sigma_t
\]

where \(\sigma_t\) is the standard deviation of \(\log(y_{i,t})\) across \(i\).

Both concepts are related, so that a necessary condition for the existence of \(\sigma\)-convergence is the existence of \(\beta\)-convergence. Sala-i-Martin (1996) also argues that, as a natural process, the initially poor economies tend to grow faster than the rich ones, so that their GDP per capita levels become more similar over time. Thus, the existence of \(\beta\)-convergence tends to generate \(\sigma\)-convergence.

In the eighties, Baumol (1986), using Maddison’s data-set, consisting of 13 rich countries starting in 1870, found cross-country convergence, specially after World War II. However, Romer (1986) and Delong (1988) challenged this hypothesis of cross-country convergence, based on the problem of ex-post sample selection bias: countries that were industrialized were selected

\(^{1}\)For a survey on alternative concepts of convergence, see Baumol, Nelson and Wolff (1994).
ex-post and countries that did not converge were excluded from the sample. According to them, in the context of endogenous growth models, there is no tendency in the economies to converge over time, so that rejection of convergence would give empirical support to this approach.

In order to avoid these problems, a feasible solution was to use a data set that included a larger group of countries. Summers and Heston (1991) worked with 110 countries, though in a much shorter sample span, starting in 1960. The results were favorable to divergence: the standard deviation increased and the sign obtained in (1) was positive.

Notwithstanding, Barro (1991) and Mankiw, Romer, and Weil (1992) found that convergence can be achieved among economies that exhibit similar characteristics and when human capital variables such as education and savings rates are controlled for. The inclusion of these variables would give a more realistic picture than the one by the restrictive neoclassical model. In this case, the prediction of these models, according to Sala-i-Martin (1990, 1996), is that the growth rate of an economy is positively related to the distance that separates it from its own steady state. Per capita incomes of countries that are identical in their structural characteristics (such as preferences, technologies, rates of population growth, government policies) converge to one another in the long-run, independently of their initial conditions. This cross-section notion of convergence was called \textit{conditional $\beta$--convergence} and has been tested using the following expression:

$$
\gamma_{i,t,t+T} \equiv a - b \log(y_{i,t}) + \Psi X_{i,t} + \varepsilon_{i,t,t+T}
$$

where $X_{i,t}$ is a vector of variables that control for the steady state of economy $i$, and $b = (1 - e^{-\beta T})/T$. If $\beta$ is positive, once $X_{i,t}$ is held constant, the group of countries exhibits \textit{conditional $\beta$--convergence}. The above mentioned authors obtained results that supported this version of convergence, finding a uniform rate of convergence equal to 2% a year.

Quah (1996b) argued that the conventional analyses miss a few key aspects. Notably, they do not allow for the distinction between economic progress (that causes growth successes or miracles, both in rich and poor countries) and the relative performance of rich and poor economies, that is, whether catching up among them occurs. The first process is called growth by Quah (1996b) and, the second one, convergence. As the traditional approach fails to distinguish between these two dimensions, theoretical and empirical statements made about one are often taken, inappropriately, to the other. The new empirical research in this area should model directly the dynamics of the cross-section distribution of countries. Thus, the \textit{club convergence}
hypothesis implies that per capita incomes of countries that are identical in their structural characteristics converge to one another in the long-run, provided they lie in the basin of attraction of the same steady-state equilibrium. He obtains evidence on persistence and stratification; on the formation of convergence clubs; and on the cross section distribution polarizing into twin peaks of rich and poor.

As noted also by Galor (1996), the domination in the empirical literature of the conditional convergence hypothesis may be partially attributed to insufficient familiarity with its theoretical non-robustness. Contrary to prevailing wisdom, the traditional neoclassical growth paradigm (when some heterogeneity across individuals is permitted) generates both the conditional convergence and the club convergence hypotheses, so that the two concepts are not opposed. Multiple steady-state equilibria and both club convergence and conditional convergence are viable hypotheses. Quah(1996a)'s view is that the relevant economic agent is not the individual country itself, but the quantile in an income distribution: he then looks at the collective destiny of a group of countries, not at their individual performance.

Another way of defining convergence is based on the long-run output movements in the context of time series techniques. Bernard and Durlauf (1995) define long-run convergence between countries \( i \) and \( j \) if the long-term forecasts at time \( t \) of the considered variable for both countries obey:

$$
\lim_{k \to \infty} E(y_{i,t+k} - y_{j,t+k} \mid I_t) = 0
$$

where \( I_t \) stands for the information available at time \( t \). This definition will be satisfied if \( y_{i,t+k} - y_{j,t+k} \) is a zero mean stationary process. It implies that, for countries \( i \) and \( j \) to converge, the two series must be cointegrated with cointegrating vector \([1, -1]\). In addition, if the series are trend-stationary, the definition implies that the time trends for each country must be the same.

The definition in equation (4) can be extended to more than two countries, making for multivariate convergence. Thus, countries \( i = 1, \ldots, n \) converge if the long-term forecasts of output at time \( t \), for all countries, obey:

$$
\lim_{k \to \infty} E(y_{i,t+k} - y_{i,t+k} \mid I_t) = 0 \quad \forall i \geq 1
$$

Similarly, countries \( i = 1, \ldots, n \) contain a single common trend if the long-term forecasts of output are proportional at a fixed time \( t \).

In order to test for multivariate convergence, Bernard and Durlauf (1995) use the cointegration tests developed by Phillips and Ouliaris (1988) and Johansen (1988).
In spite of the main problem being that convergence is a gradual and on-going process, all these conditions have been extensively applied to study its existence.

Bernard and Durlauf (1995, 1996), Oxley and Greasley (1995) and Greasley and Oxley (1997) have also proposed different definitions or degrees of convergence, that allow for a more flexible interpretation of the concept, yielding an appropriate testing framework based on cointegration techniques. According to these authors, the definition of convergence given above would correspond to the concept of long-run convergence. However, it could be the case that both series are not equal in the long-term, but proportional. That is, they may still respond to the same long-run driving processes and face the same permanent shocks with different long-run weights or different magnitude across countries. In this case, the series would be cointegrated but the cointegrating vector would be \([1, \alpha]\) with \(\alpha < 0\) and both series would show a common trend. Finally, if both series are cointegrated with vector \([1, -1]\), but the difference between the two series is a stochastic variable with a non-zero time trend, the deviation between the series is expected to decrease but not to disappear. This case is called catching-up by Bernard and Durlauf (1995, 1996) and Oxley and Greasley (1995).

The time series evidence has not, in general, been supportive of the convergence hypothesis. Quah (1990) and Ben-David (1994) did not find conclusive evidence of convergence among a large number of countries using the Summers-Heston (1988) data. Campbell and Mankiw (1989) and Bernard and Durlauf (1995) failed to find convergence among OECD countries. Reichlin (1999) argued that the notion of convergence derived from Quah’s approach is closely related to that implied by cointegration. The difference is that while Quah cares about groups, in the cointegration framework one cares about individuals. Although Quah’s methodology is more adequate to handle a large number of time series, an important problem may arise when it is not possible to find a normalization for which the model for the quantiles is stationary: in this case, the results are difficult to interpret.

Another limitation of Quah’s work is that he does not clearly state the needed hypotheses. While his methodology is in an early stage of development, time series models are, in contrast, well developed and the assumptions needed to test for convergence are clearly stated. Reichlin (1999) proposes using the cointegration framework to detect convergence clubs by looking at cointegration clusters. Given a group of countries, one can find, for example, two separate subgroups, each one cointegrated within its own members, but the two not cointegrated amongst them. If one conditions each group with respect to its own mean, we get a set of stationary series, and each set is a convergence club. Thus, most of the empirical questions of cross-sectional
distribution dynamics can also be answered within a time series framework for which we there exist well developed inference tools.

A definition weaker than Bernard and Durlauf (1995)’s postulates convergence if the log of relative output is trend stationary; it is called stochastic convergence and was proposed by Carlino and Mills (1993). This definition is however open to criticism, since the presence of a time trend allows for permanent per capita output differences. A stronger definition of convergence, which we shall call deterministic convergence, requires that the log of relative output is level stationary, while Bernard and Durlauf (1995)’s concept of time series convergence further requires the log of relative output to be level stationary with zero mean.

Finally, Loewy and Papell (1996) reexamine the whole issue by allowing endogenously determined break points and lag lengths. They are able to find evidence of stochastic convergence, giving support to Carlino and Mill’s results and providing a benchmark case for convergence among similar economies.

### 3 Time series convergence: a methodological framework.

Following the discussion in section 2, the time series literature and, more specifically, the cointegration tests, offer a well developed framework for testing for convergence. Indeed, the definitions of convergence given above are closely linked to the concepts of deterministic and stochastic cointegration, Park (1992). Cointegration is a necessary, though not sufficient, condition for convergence of two non-stationary series. Only in this case the differences between the series will neither diverge nor have infinite variances. If the series under consideration are I(1), it may be reasonable to define convergence in terms of the difference between them being of a lower integration order (Hall, Robertson and Wickens, 1992).

The concept of catching up is particularly appropriate for our context as, at least for emerging economies, convergence is an on-going process. Now, the problem is how to test for the different degrees of convergence. A possible empirical strategy could be to test for unit roots in the difference between two individual series. The joint rejection of a unit root and a deterministic trend (deterministic cointegration) would imply the existence of convergence. Conversely, if a deterministic trend is present, that would mean that there is catching-up (stochastic cointegration). The main problem related to the implementation of unit root tests to detect the presence of convergence is the
possibility of structural discontinuities in the convergence process. In the empirical literature two methods have been implemented to solve this problem. First, testing for the possibility of structural breaks in the long-run relationships, as adopted by Carlino and Mills (1993), Loewy and Papell (1996) and Greasley and Oxley (1997). The second way of solving the problem involves using a time-varying-parameters technique as in Hall, Robertson and Wickens (1992), Haldane and Pradham (1992) and Loufir and Reichlin (1993).

However, the time series literature has recently benefited from new developments in the area of multivariate time series tests. Bernard and Durlauf (1995) also defined convergence in a multivariate setting, although they were aware of the additional difficulties of this type of analysis, mainly related to identification. Two strands have recently experienced an intense development: the panel unit root techniques and the multivariate unit roots tests. Levin et al. (2002) and Im, Pesaran and Shin (1999) proposed different versions of unit root tests in a panel setting, whereas Hadri (2000, 2001) built stationarity tests in panels. Although all these tests are being extensively used, their main drawback is the assumption (common to them all) of absence of correlation across the cross-sections of the panel. That is, the individual members of the panel (countries) are independent. This assumption cannot be maintained in the majority of the cases, specially when the countries are neighbours or are involved in an integration process. The multivariate unit root tests, in contrast, do not impose this assumption but rather incorporate the countries covariances in the estimation, by resorting to the more efficient SURE technique.

In this section we use the Johansen technique to test for Bernard and Durlauf (1995)’s definition of convergence and, then, try to identify clusters of countries using Hobijn and Franses (2000) method. In addition, we apply different versions of multivariate unit root tests that permit, first, to analyze if there is any evidence of convergence and, if this is the case, to identify which countries are effectively converging. A brief description of the methodology and tests follows.

### 3.1 Bernard & Durlauf ’s multivariate convergence and common trends.

We shall concentrate on Johansen’s tests using the series of output levels \(Y_{it}\), rather than that of deviations. From Bernard and Durlauf (1995)’s definition of convergence, for the individual output series to converge there must be \(n - 1\) cointegrating vectors, or one common trend. The set of vectors
of the form \((1,0,\ldots,-1,0)\), where the first element is fixed and -1 successively occupies the \(n-1\) possible positions, must form a basis of the cointegrating space. As a consequence, the series formed by the average of the \(n\) original series must define a common trend.

### 3.2 Hobijn & Franses’s asymptotically perfect and relative convergence.

The analytical techniques in the multivariate settings proposed by Bernard and Durlauf (1995) and Quah (1996a) are useful to assess whether the whole sample of countries exhibits convergence, but they do not allow for endogenously identifying convergence clubs within a sample of countries. Hobijn and Franses (2000) propose an empirical procedure that permits to endogenously cluster countries in groups of converging economies. In addition, this technique also provides information on the limiting behavior of the distribution of per capita income levels.

These authors complement Bernard and Durlauf (1995)’s definition of long-run convergence. They consider it to be very strong, what explains why it has been very difficult in the literature to find evidence of this type of convergence. Their definitions concentrate on the properties of the per capita income disparities and are not based on any assumptions about the common growth process that drives income levels in any country. In order to derive testable restrictions, they suppose that the log of per capita income disparities, \(d_{(i,j),t} = y_{it} - y_{jt}\), can be represented as:

\[
d_{(i,j),t} = \alpha_{(i,j)} + \beta_{(i,j)} t + \phi_{(i,j)} \sum_{k=1}^{t} \eta_{(i,j),k} + \varepsilon_{(i,j),t}
\]  

(6)

where \(\alpha_{(i,j)}\) and \(\beta_{(i,j)}\) are constant over time, \(\phi_{(i,j)} \in \{0,1\}\), and \(\eta_{(i,j),k}\) and \(\varepsilon_{(i,j),t}\) are covariance stationary processes with mean zero and strictly positive variances. The conditions for convergence are the following:

- \(y_{i,t}\) and \(y_{j,t}\) **asymptotically perfectly converge** iff \(d_{(i,j),t}\) is a zero mean stationary process, that is, if \(\alpha_{(i,j)} = \beta_{(i,j)} = \phi_{(i,j)} = 0\).

- \(y_{i,t}\) and \(y_{j,t}\) **asymptotically relatively converge** iff \(d_{(i,j),t}\) is a level stationary process with finite expectation, that is, if \(\beta_{(i,j)} = \phi_{(i,j)} = 0\) and \(\alpha_{(i,j)} \in (-\infty, \infty)\).

This framework provides two testable necessary and sufficient conditions for convergence. In addition, according to their Proposition 3, asymptotically
relative convergence of per capita income levels will imply that per capita
growth rates converge asymptotically perfectly.

In order to form the convergence clubs, Hobijn and Franses (2000) use a
cluster algorithm based on the hierarchical farthest neighbour method pro-
posed by Murtagh (1985). Use of this cluster algorithm is justified because
it only clusters countries under very strong assumptions. Then, for each
resulting club, it holds that for any pair of countries in the group the neces-
sary and sufficient conditions for convergence are not rejected. This aims at
minimizing the chance of clustering together countries that actually are not
converging. For stopping the clustering process, they use a critical distance
(or measure), that indicates to what degree one has evidence that two time
series satisfy the necessary and sufficient conditions for convergence. Their
measures are generalizations of the KPSS test for stationarity. Finally, since
asymptotically perfect convergence implies asymptotically relative conver-
gence, they first cluster the countries on the basis of zero mean stationarity,
then those that converge in an asymptotically relative sense.

3.3 Multivariate unit root tests I: no identification of
countries outside the club.

From the definition of multivariate convergence, two testing strategies can
follow. The first was described in the previous subsection: in a cointegra-
tion framework, convergence among $n$ countries would imply finding $n - 1$
cointegrating relationships between the original output variables. The sec-
ond is based on the output deviations from the benchmark country, that is,
$(y_1 - y_p)$. The restriction imposed is equivalent to testing whether the two
variables are cointegrated with a vector of the form $(1, -1)$.

The application of this second approach uses unit root or stationarity
tests to determine the existence and the extent of convergence, be it long-
run, common trends or catching-up convergence. Previous empirical studies,
such as Oxley and Greasley (1995) and Greasley and Oxley (1997), applied
univariate unit root tests, and not a multivariate testing of convergence. The
multivariate tests in this subsection, if the null of non-convergence is rejected,
are unable to identify which countries are responsible for the failure.

3.3.1 Abuaf & Jorion ’s pooled unit root test.

Abuaf and Jorion (1990)’s test, $AJ$ hereafter, was proposed in the context of
the applied PPP literature. In our case, let’s assume that the process of the
deviations from the benchmark $dy_{it} = y_{it} - y_{it-1}^2$ follows a simple first-order autoregressive process:

$$dy_{it} = \mu + \rho dy_{it-1} + u_{it}$$  

(7)

where $\mu$ and $\rho$ are constant and the error term $u_{it}$ is a white noise.

The $AJ$ test may be viewed as a multivariate version of the statistics proposed by Dickey and Fuller (1979) that improves on the power of the latter in two ways (see Flöres et al. (1996)):

1. The regressions are specified in levels and have more power than regressions in first differences against the alternative of a stable near random walk model. Thus, the alternative hypothesis is a first-order autoregression in levels, with $\rho < 1$.

2. The system of univariate autoregressions is estimated jointly by the seemingly unrelated regression (SURE) method. This, as known, is more efficient than estimating equation by equation using OLS, as it fully exploits the information in cross-equation correlations. In addition, the null is common to all the cross-sections: all values of $\rho$ are unity.

We shall apply the $AJ$ test to the system:

$$dy_{1t} = \mu_1 + \rho dy_{1t-1} + u_{1t} \quad t = 1, ..., T$$

$$...$$

$$dy_{Nt} = \mu_N + \rho dy_{Nt-1} + u_{Nt} \quad t = 1, ..., T$$

The null $\rho = 1$ implies a unit root for each and every member of the panel, or rather, in our context, no convergence. In contrast, rejection of the null can be taken as favorable to convergence.

The finite sample test statistic is unknown and has to be derived by simulation. In their original paper, Abuaf and Jorion presented the simulated critical values for a DGP with no intercept. In addition, they only considered marginally the possibility of allowing for higher orders of serial correlation.

$^2$Note that $y_{it}$ is written in logarithms.
3.3.2 Sarno & Taylor’s multivariate augmented Dickey-Fuller test (MADF)\(^3\).

The MADF test can be considered a generalization of the AJ test, allowing for higher order serial correlation in the variables. As in the previous case, the sum of the autoregressive coefficients may vary across countries, under the alternative. Sarno and Taylor (1998)’s proposal considers a N-dimensional stochastic process defined by:

\[
d_{y_{it}} = \mu_i + \sum_{j=1}^{k} \rho_{ij} d_{y_{it-j}} + u_{it} \tag{8}
\]

for \(i = 1, ..., N\), where \(N\) denotes the number of series in the panel. The disturbances \(u_t = (u_{1t}...u_{Nt})'\) are assumed to be independently, normally distributed, with zero means. In contrast to the standard \(ADF\) test, they estimate system (8) by the SURE method, taking into account the contemporaneous correlations among the disturbances. Their joint null is:

\[
H_0 : \sum_{j=1}^{k} \rho_{ij} - 1 = 0, \quad \forall i = 1, ..., N \tag{9}
\]

and is tested by way of a Wald statistic.

The \(\rho\) coefficients are allowed to differ across the panel members and the test also permits heterogeneous lags.

Process (8) can be also be specified in differences:

\[
\Delta d_{y_{it}} = \mu_i + \rho_i d_{y_{it-1}} + \sum_{j=1}^{k_i} \delta_{ij} \Delta d_{y_{it-j}} + u_{it} \quad t = 1, ..., T; \quad i = 1, ..., N \tag{10}
\]

when the \(MAFD\) test becomes a joint test of the null \(\rho_1 = \rho_2 = ... = \rho_N = 0\).

3.4 Multivariate unit root tests II: identifying countries outside the club.

In both previous tests, rejection of the null means that not all the members of the panel contain a unit root. Breuer et al. (1999) point out that there

\(^3\)A first application of the test appeared in 1997 as a CEPR Discussion Paper that was finally published as Taylor and Sarno (1999).
may be a mixture of $I(0)$ and $I(1)$ processes in the panel. However, as the tests are joint tests, rejection does not provide information about how many countries follow the null, being impossible to identify the stationary and non-stationary cross-sections. The two multivariate tests proposed here can, on the contrary, identify which variables contain a unit root and which do not. They complement the $AJ$ and $MADF$ tests and should be applied in a second stage of the analysis.

3.4.1 Flóres, Preumont & Szafarz’s multivariate unit root testing strategy.

Flóres et al. (1995) developed a multivariate testing strategy, FPS hereafter, that also generalizes the $AJ$ test. In Flóres et al. (1999), the strategy was applied to the PPP hypothesis.

They consider that the $AJ$ test, by imposing the same autoregressive parameter $\rho$ for all countries, does not allow to differentiate the order of integration across them. Moreover, even from an econometric point of view, it might not be necessary to impose a common $\rho$ to benefit from panel data. Thus, they propose multivariate tests with different speeds of mean reversion in the autoregressive process:

$$d y_{it} = \mu_i + \rho_i d y_{i,t-1} + u_{it}, \quad i = 1, ..., N \quad (11)$$

The strategy is based on sequentially using the $AJ$ test and theirs. As rejection of the null by the $AJ$ test indicates that at least some of the series may be stationary, they suggest to continue then with their test. Moreover, unit root tests for a particular series are more powerful if performed jointly with stationary series, because they help in weakening the influence of the non-stationary ones. For the two-variable case, for example, the authors found that the asymptotic distribution of $\rho_1$ under the null of unit root ($\rho_1 = 1$) does not depend on the value of the other coefficient, $\rho_2$, when the other series is stationary ($\rho_2 < 1$). In addition, in finite samples, the lower the $\rho_2$ the tighter the critical values. These findings seem to apply also in the higher dimensional cases.

The sequential testing strategy is described below, the Monte Carlo technique for performing it is outlined in the Appendix:

1. Under the first null hypothesis, the DGP is based on the autoregressive model with $\mu = 0$, $\rho_i = 1$, for the $N$ countries. The $AJ$ test is performed; if the null is not rejected the sequence stops, otherwise the first $FPS$ test, which has the same null but allows for different autoregressive coefficients, is performed.
2. From the results of the first FPS test, define a set of countries $I_t$ for which the null is rejected. These countries’ series are from now on considered stationary.

3. In a third step, a new DGP is assumed for the null, in which the series $j \notin I_t$ have as slope parameters $\rho_j = 1$, while for $j \in I_t$ the slope coefficients are taken at their previous point estimates, $\rho_j = \hat{\rho}_j$. Then, the second FPS test is used to check whether any of the $j \notin I_t$ are stationary.

3.4.2 Breuer, McNown & Wallace ’s multivariate test.

Breuer et al. (1999) also allow for heterogeneous serial correlation across the panel, contemporaneous correlation among the errors, and different autoregressive parameters for each panel member under the alternative. In contrast to the $MADF$ test, separate null and alternative hypotheses are tested for each panel member within a SURE framework.

Similarly to the other tests, the $SURADF$ test has nonstandard distributions and the critical values must be obtained by simulation. The simulation produces critical values for testing the null that $\rho_i = 0$, in an equation such as (10) for each individual country. The critical values, as in the FPS case, are specific to the estimated covariance matrix, the sample size and the number of panel members. The procedure allows identification of how many and which series contain a unit root.

4 The Mercosur countries and their associates: preliminary analysis.

The data sample used in this paper covers the 1960-1999 period and has been obtained from the World Bank. It consists of the logarithm of real GDP per capita in constant dollars (international prices, base year 1985) for Argentina, Bolivia, Brasil, Chile, Paraguay, Peru and Uruguay. The original source is Penn World Table 5.6 and the missing data are calculated from 1985 GDP per capita and GDP per capita growth rates (Global Development Finance and World Development Indicators).

Though economic integration between Argentina, Brazil and Uruguay started during the middle eighties, on a bilateral basis, Mercosur was formally created in 1991, after the Asunción Treaty was signed. Initially a free trade zone between Argentina, Brazil, Paraguay and Uruguay, Mercosur became an imperfect customs union in 1995. Indeed, on January 1st 1995, most
tariff and many non-tariff barriers among the members had already been eliminated, and a common external tariff (CET) was set. Schedules for full implementation of the customs union had 2001 as its first target, but for Paraguay, that had to converge to the CET by 2006. Recent local crises have delayed these deadlines.

In 1996, Chile and Bolivia were incorporated as associated members, i.e., they negotiate bilaterally with Mercosur. These negotiations aim at their full participation at least in the free trade zone by 2006.

In Figure 1 we present the evolution of openness in Mercosur and associates during the last years. Openness, measured as the percentage of total trade over GDP, has in general increased during the whole period, although in the eighties (“the lost decade”) it remained still for many countries and decreased in others. During the nineties, when a new wave of integration in the area progressively consolidated, evolution was more positive, specially in the smaller countries and Chile, which has a more export-oriented policy. The larger economies, Argentina and Brazil, also show a tendency to increase their openness, although the process is slower.

---

*Insert Figure 1 by here*

---

Figures 2 and 3 illustrate the two concepts of convergence traditionally tested in the literature\(^4\). As explained above, $\beta$–convergence would imply that poorer countries tend to grow faster than rich ones, so that a negative relation should be expected between the initial output levels and the rate of growth. Thus, in the case of convergence, a scatterplot of these two variables would show a negative slope. We find this pattern in Figure 2, where a negative relation emerges between the logarithm of the initial income per capita and its average growth rate during the period 1960-1999. The concept of $\sigma$–convergence implies that convergence exists when the dispersion of income per capita has progressively declined. In Figure 3 we show the results of dispersion for the whole Southern Cone area (darker pattern) and for the Mercosur countries (lighter line pattern). During the sixties and the seventies, a steady convergence process occurred in the area (Mercosur countries showing larger dispersion than the whole group) but this tendency was inverted at the beginning of the eighties. Since then, the dispersion in the whole area has increased again, returning to the values of the sixties. However, this has not been so acute in the Mercosur countries, where the integration process seems to have been able to partially offset the diverging trend.

\(^4\)See Elías and Fuentes (2001) for a study on convergence between Chile and Argentina.
The results obtained from this simple version of the traditional analysis would cast serious doubts on the existence of convergence in the Southern Cone area. However, the increase in openness, the results of $\beta-$convergence and the better performance of $\sigma-$convergence in Mercosur are an indication of the importance that regional integration is having and may still have in the area and demand deeper attention from an empirical point of view.

5 Empirical results.

5.1 No benchmark country: Bernard & Durlauf’s and Hobijn & Franses’s approaches.

We estimated a VAR system formed by the seven countries considered, using Johansen’s methodology. The final system specification had three lags and the constant unrestricted; the residuals passed normality and ARCH tests. However, some autocorrelation persists although it occurs at relatively high orders. According to the $\lambda -$ max and the trace tests (see Table 1a), one cannot reject the existence of five cointegration relationships at the 5% level, although at 10% even six long-run relations can be accepted. This implies that there are six cointegration relations and one common I(1) trend that drives the system. The space generated by the six vectors coincides with the one expected, described in section 3.1. As explained there, the average of the seven series must then define a common trend. In order to know the order of integration of this average, we applied the Kwiatkowski et al. (1992) stationarity test. The results presented in Table 1b show that stationarity can be rejected at 1% in the model with intercept and at 5% in the model with trend. Thus, the average of the output per capita in the Mercosur countries plus associates is a common trend that drives the whole system.

The main problem associated with the previous analysis is the identification of the convergence clubs. As at 5% there was an indication of only five cointegrating relations, a complementary analysis was carried out applying Hobijn and Franses (2000) methodology. Taking into account that the group is relatively small, we have selected $p_{\text{min}}=0.05$, as recommended by the authors$^5$, with the bandwidth parameter $l$ ranging from 1 to 6 to examine the robustness of the results. The clusters obtained are in Table 2. In all the

$^5$However, the results did not change for $p_{\text{min}} = 0.01$ and $p_{\text{min}} = 0.10$. 
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combinations of $p_{\text{min}}$ and $l$ used, two clusters formed by Bolivia-Paraguay and Chile-Brazil appeared; also, Peru never formed a cluster with any other country. However, with $l = 6$ we also found a cluster between Argentina and Uruguay. From the definitions given in the methodological section, the hypothesis of asymptotic perfect convergence implies testing whether the difference defined in (6) is a zero-mean stationary process, whereas relative convergence implies stationarity around a non-zero mean. Although the first concept of convergence is stronger than the second one, in this case we have found that the same clusters converge in the two senses.

5.2 Univariate unit root and stationarity tests.

Previous to the application of the multivariate unit root tests, we applied the time series definitions discussed in section 3 to individual country pairs. The first benchmark chosen was Brazil; the difference in per capita income between each country and Brazil was then computed. Table 3 presents the results of the unit root analysis using the Phillips and Perron (1990) tests. From the univariate tests, only in the cases of Argentina, at 10%, and Uruguay, at 5%, it is possible to reject the null of non-stationarity in a model with no deterministic term. Then, we applied the KPSS stationarity tests, finding that stationarity around a trend cannot be rejected for Bolivia, Paraguay and Peru, whereas stationarity with non-zero mean cannot be rejected for Chile and Paraguay. When the benchmark country is Argentina, the null of non-stationarity (using the ADF test) can be rejected in the cases of Peru and Brazil. In addition, there is evidence of stationarity using the KPSS test only in the case of Uruguay, whereas when allowing for a trend, the hypothesis of convergence cannot be rejected in the cases of Paraguay and Peru.

All the above results are summarized in Table 4, that compares with Table 2. As explained above, the definitions of perfect and relative convergence proposed by Hobijn and Franses (2000) are tested using KPSS equivalents. Perfect convergence implies that the difference between the two variables is a zero mean stationary variable, whereas in the case of relative convergence, the difference would be stationary around a non-zero mean. Consequently, the results from the univariate $\eta_\mu$ KPSS tests should be similar to those obtained in the cluster analysis. This is the case: the results from the two analyses do not differ much, the pairs Argentina-Uruguay and Chile-Brazil converging in both. The cluster Bolivia-Paraguay has not been considered in the univariate tests.
5.3 Multivariate unit root tests I: no identification of countries outside the club.

In this stage we concentrate on groups of countries and select a “leader” to act as a benchmark, as in the univariate tests discussed above. In order to apply the Abuaf and Jorion (1990) test, we estimate by SUR a system for each of the country groups, imposing the same parameter $\rho$ for all the series in the system.

Taking Brazil as the first benchmark country, in Table 5a, the estimated $\rho$ takes a value of 0.9265 in the first club, formed by Mercosur and Bolivia, whereas the value is 0.9296 when we include Chile instead of Bolivia. The third group with Brazil as leader is formed with all the countries at stake, yielding an estimate of 0.9397.

Two groups have been analysed when the benchmark country is Argentina. The first includes the whole set of countries, whereas the other is Mercosur plus Bolivia. As in the case of Brazil, the estimates are very high: 0.9396 and 0.9253.

Using the residuals from each club, we simulated the critical values for the null of a unit value against the AR(1) alternative (with drift) of $\rho < 1$. We present in Table 5a the obtained critical values at 10%, 5% and 1% significance levels. All are below 0.9 in the two benchmark options, so that the null cannot be rejected.

The less restrictive possibility proposed by Sarno and Taylor (1998) and described in the previous section was then tried. Though allowing for differences in the autoregressive parameters, the $MADF$ test is also a joint test of the null $\rho_1 = \rho_2 = ... = \rho_N = 0$. Rejection of the null also implies that not all the members of the panel contain a unit root.

The results for nearly the same country groups are presented in Table 5b. As expected, the test is more flexible than the AJ one - i.e., less sensible to a few non-stationary components -; taking into account the variables-specific critical values, it is possible to reject the null, either at 5% or 1%, for all the groups but the second one (Argentina+Chile+Paraguay+Uruguay, with Brazil as benchmark). The most significant rejection, however, is for the second Argentinean group, not checked under the AJ.

The $MADF$ produces then evidence in favour of, at least, partial convergence, and goes against the findings in the AJ test. Notwithstanding, given that it is hard to accept, at least at a first look, that the two last groups - when Argentina is the benchmark - make for a convergence club, the results might suggest that the $MADF$ test is overrejecting. This adds further support to proceed with the analysis, in order to obtain additional information on which countries might be converging.
5.4 Multivariate unit root tests II: identifying countries outside the club.

The Flöres et al. (1995) test allows for different autoregressive coefficients and, here, we have used the version including an intercept\textsuperscript{6}.

In order to apply the test, we first perform the unconstrained estimation of the system. Using the residuals under the null, we proceed to compute 1,000 simulations where some series are taken to be stationary.

The first row of Table 6 shows the results for the group of countries formed by Mercosur plus Bolivia, with Brazil as the benchmark country. In this case, the series for Paraguay and Uruguay were assumed stationary (they yielded the lowest estimated auto-regressive coefficients). The critical values obtained from the simulations for Argentina and Bolivia, leaving the two "stationary coefficients" fixed, do not allow the rejection of the unit root hypothesis in the first case, although for Bolivia the non-stationarity can be rejected at 5%.

In the second group, formed by Mercosur plus Chile, the Paraguay and Uruguay series were taken again as stationary. The results are more discouraging than before: it is not possible to reject the null of non-stationarity either for Argentina or Chile.

Finally, in the group including all the countries with Brazil as the benchmark, the only converging countries were Paraguay and Uruguay; the very two assumed as stationary, from the first estimation results.

A similar exercise was performed with Argentina as the leader. In the larger group, Bolivia, Paraguay and Peru converge, whereas for the case of Mercosur plus Bolivia, the converging countries are Bolivia, Brazil and Paraguay.

These results are partially confirmed by those obtained using the Breuer et al. (1999) test, shown in Table 7. In the cases in which Brazil is the benchmark the coincidences are nearly perfect; Argentina and Chile are always non-stationary, and the Mercosul+Chile group, which has produced identical results under the AJ and MADF tests, again yields the same conclusions. Peru, however, shows a somewhat striking deviant behaviour in the last group. In the first two groups of countries, Paraguay and Uruguay converge towards Brazil, whereas the other countries don’t. The larger club (Mercosur plus Bolivia, Chile and Peru) does not change significantly the convergence outcome: Peru is also added to the countries converging with

\textsuperscript{6}Flöres et al. (1995) show that the results still hold when an intercept is included in the estimation, whether or not it exists in the data generating process. The presence of the intercept will allow for stationarity around a non-zero mean, that is, a less restricted version of convergence.
Brazil.

Equivalent groups have also been defined in relation to Argentina. The coincidence, in the larger group, becomes weaker, though the deviant cases correspond to a 10% significance level. It is also worth noticing that, the last group, in spite of not being identical to the one for the FPS test, the convergence finding is maintained for the sub-cluster Argentina, Bolivia, Brazil and Paraguay, though weaker in the Argentina-Brazil pair. Evidences are in general less strong, even if some convergence is found between Argentina and all the countries, with the exception of Chile and Uruguay, in the larger group. The clearest rejection of non-convergence appears in relation to Bolivia. In a second step, we have excluded the non converging countries from the group and obtained more clear rejections, with the exception of Brazil (at 10%).

The comparison of the results obtained with the two benchmark countries indicates that, in general, the small countries (namely Bolivia, Paraguay, Peru and Uruguay) are converging towards the two larger countries (Argentina and Brazil), whereas the evidence of convergence between the two large economies is rather weak. Concerning Chile, it does not converge with any of the two large neighbours, confirming its relative isolation from the rest of the area, very likely due to the different macroeconomic and international trade policies it adopted.

Table 8 compares the results of the two tests applied in this section, for identifying the converging countries. The results for Argentina are identical: Argentina converges with Bolivia, Paraguay and Peru, and, in a somewhat weaker level, with Brazil. When Brazil acts as benchmark, the two tests support the existence of convergence with Paraguay and Uruguay. In addition, the FPS test suggests convergence with Bolivia, whereas the SURADF test identifies Peru as the third converging country.

6 Concluding remarks.

In this paper we have used a wide variety of tests, many of them complementary, in order to assess the degree of per capita income convergence in Mercosur and associate countries. As an introduction to the study, we have reviewed the time series literature on convergence and, thus, the main definitions of convergence that are commonly used in such analyses. Our approach combines the applicability of well-defined testable hypotheses from the time series literature with recent multivariate techniques that allow for cross-country effects. In this way, the paper also makes a comparison of the main multivariate unit root tests available nowadays.

In a first stage of the analysis, we did not impose any benchmark country.
Using the definitions of multicountry convergence proposed by Bernard and Durlauf (1995), we find that there are six cointegration relations between the seven countries considered or, equivalently, one common trend. This would imply convergence in Bernard and Durlauf’s sense as we identify the average of the area as an I(1) variable representing the attractor or common trend of the group. Moreover, trying to find convergence clubs, we applied the clustering method by Hobijn and Franses (2000). The clusters obtained consist of three pairs: Argentina-Uruguay, Chile-Brazil and Bolivia-Paraguay.

The next stage implies using benchmark countries, Brazil and Argentina in our case. We applied first univariate unit root and stationarity tests and then, multivariate unit root tests. The KPSS stationarity tests support the country-pairs obtained using the clustering technique, although the results from the ADF/PP tests do not. In fact, their equivalent should be found in the multivariate ADF tests.

From a methodological point of view, the combined use of the univariate and multivariate SUR unit root tests implies a step forward in the study of per capita income convergence. Two possibilities are considered in the multivariate case. First, the tests proposed by Abuaf and Jorion (1990) and Taylor and Sarno (1998) impose the same alternative for all the countries, so that there is no precise identification of which are those outside the convergence club. Second, the Flöres et al. (1996) and Breuer et al. (1999) tests are applied to the individual countries separately and identify those that are converging. These two groups of tests are then complementary. Using the AJ and the MADF tests, we check jointly the null of non-convergence. Rejection of this null motivates the search for the countries that are converging, with the aid of the FPS and SURADF tests.

Although different in their formulation, the countries that catch-up according to the FPS and the SURADF tests are practically the same, which adds robustness to the analysis. In addition, if we compare the univariate results with the SURADF ones, they agree on the convergence found between Argentina-Brazil, Brazil-Uruguay and Argentina-Peru.

Summing up, the main conclusions that emerge from this paper are the following:

- Using (purely) multivariate techniques, it has not been possible to find a big cluster of converging countries. In particular, the Hobijn-Franses method just detected pairs of converging countries.

- If we consider separately the Mercosur members, its associates and Peru, the evidence suggests (as in the traditional sigma convergence) that the process of convergence has been stronger for those countries in Mercosur.
• Although partial, there is consistent evidence on convergence in the form of catching-up among the Mercosur members, as well as with the associate and neighbour countries.

• Due to the particular configuration of the area, there are two large countries that may be used as benchmark for the analysis, whereas the rest (with the possible exception of Chile) are small economies. The evidence found points to catching-up of the smaller economies towards the larger ones. There is weaker evidence of catching-up between Argentina and Brazil, as well as none between each of them and Chile.

• In spite of the more consistently favourable evidences of Argentina being the country towards which a larger number of smaller countries are slowly converging, it cannot be considered as the area-leader. In fact, its per capita income has been steadily decreasing for a long period of time. Thus, this evidence of catching-up seems to be just capturing the tendency of the smaller countries to grow. In contrast, Brazil, starting from a lower level of per capita income, looks like an attractor in the Southern Cone.
Appendix. The algorithm for performing the FPS test.

In the first step, under the null hypothesis called $H_0$, the data generating process is based on the autoregressive model with $\mu = 0$ and $\rho_i = 1$, for all $i$, for a sample of size $T$ and $N$ countries. In each experiment, one generates jointly $T$ times $N$ error terms $u_t$ from a multivariate normal distribution with mean zero and the historical covariance matrix. This matrix accounts for cross-correlation across the variables. By replicating 1000 times the experiment, one generates the sample distribution of the statistics for known autoregression coefficients. The empirical $p$-values are then obtained.

From the results of the first step, one defines a set of countries $I_i$ for which the null is rejected. These countries’ series are considered stationary.

In a third step, one simulates a model where the series $j \notin I_i$ have as slope parameters $\rho_j = 1$, while the slope coefficients are taken at their point estimate, $\rho_{ij} = \hat{\rho}_{ij}$, for the series considered stationary, that is, $j \in I_i, j \neq i$. As in the previous step, $\mu = 0$. Then, one tests individually whether any of the $j \notin I_i$ are non-stationary.
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Table 1
a) Cointegration tests for the seven countries system
(lgdpar, lgdpbo, lgdpbr, lgdpch, lgdppe, lgdpur)
1960-1999

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>$\lambda - \max $*</th>
<th>Trace</th>
<th>$H_0: r$</th>
<th>$p - r$</th>
<th>$\lambda - \max (5%)$</th>
<th>Trace (5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8969</td>
<td>84.07*</td>
<td>262.66*</td>
<td>0</td>
<td>7</td>
<td>48.28</td>
<td>124.24</td>
</tr>
<tr>
<td>0.7919</td>
<td>58.09*</td>
<td>178.58*</td>
<td>1</td>
<td>6</td>
<td>39.37</td>
<td>94.15</td>
</tr>
<tr>
<td>0.7725</td>
<td>54.78*</td>
<td>120.50*</td>
<td>2</td>
<td>5</td>
<td>33.46</td>
<td>68.52</td>
</tr>
<tr>
<td>0.5839</td>
<td>32.45*</td>
<td>65.71*</td>
<td>3</td>
<td>4</td>
<td>27.07</td>
<td>47.21</td>
</tr>
<tr>
<td>0.3926</td>
<td>18.45</td>
<td>33.27*</td>
<td>4</td>
<td>3</td>
<td>20.97</td>
<td>29.68</td>
</tr>
<tr>
<td>0.3108</td>
<td>13.77</td>
<td>14.82</td>
<td>5</td>
<td>2</td>
<td>14.07</td>
<td>15.41</td>
</tr>
<tr>
<td>0.0278</td>
<td>1.04</td>
<td>1.04</td>
<td>6</td>
<td>1</td>
<td>3.76</td>
<td>3.76</td>
</tr>
</tbody>
</table>

b) KPSS stationarity test applied to the average of (lgdpar, lgdpbo, lgdpbr,
lgdpch, lgdppe, lgdpur)

<table>
<thead>
<tr>
<th>$\eta_\mu$</th>
<th>$\eta_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l = 4$</td>
<td></td>
</tr>
<tr>
<td>Average 0.777***</td>
<td>0.156**</td>
</tr>
</tbody>
</table>

Note: (**) and (*** ) denote rejection of stationarity at 5% and 1%, respectively.

Table 2
Results of Hobijn & Franses ‘s clustering algorithm

<table>
<thead>
<tr>
<th>Asymptotically Perfect Convergence $(p_{\min} = 0.05, l = 6)$</th>
<th>Asymptotically Relative Convergence $(p_{\min} = 0.05, l = 6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clusters:</td>
<td>Clusters:</td>
</tr>
<tr>
<td>1. Argentina-Uruguay</td>
<td>1. Argentina-Uruguay</td>
</tr>
<tr>
<td>2. Bolivia-Paraguay</td>
<td>2. Bolivia-Paraguay</td>
</tr>
<tr>
<td>3. Chile-Brazil</td>
<td>3. Chile-Brazil</td>
</tr>
<tr>
<td>4. Peru</td>
<td>4. Peru</td>
</tr>
</tbody>
</table>
Table 3
Phillips-Perron unit root tests and KPSS stationarity tests (l=4)

<table>
<thead>
<tr>
<th>Series</th>
<th>$Z(t_{a})$</th>
<th>$Z(t_{a^*})$</th>
<th>$Z(t_{a})$</th>
<th>$\eta_{\mu}$</th>
<th>$\eta_{\tau}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>dbrur_t</td>
<td>-0.91</td>
<td>-1.36</td>
<td>-1.87*</td>
<td>0.75**</td>
<td>0.17*</td>
</tr>
<tr>
<td>dbrbo_t</td>
<td>-1.53</td>
<td>-1.04</td>
<td>0.65</td>
<td>0.76**</td>
<td>0.12</td>
</tr>
<tr>
<td>dbrc_t</td>
<td>-0.61</td>
<td>-1.28</td>
<td>-1.14</td>
<td>0.30</td>
<td>0.20*</td>
</tr>
<tr>
<td>dbrpa_t</td>
<td>-2.21</td>
<td>-1.93</td>
<td>0.26</td>
<td>0.43</td>
<td>0.10</td>
</tr>
<tr>
<td>dbrpe_t</td>
<td>-1.63</td>
<td>-0.90</td>
<td>-0.07</td>
<td>0.80**</td>
<td>0.13</td>
</tr>
<tr>
<td>dbrur_t</td>
<td>-0.81</td>
<td>-2.13</td>
<td>-2.30**</td>
<td>0.57*</td>
<td>0.21**</td>
</tr>
<tr>
<td>dbo_t</td>
<td>-2.67</td>
<td>-2.66</td>
<td>-0.84</td>
<td>0.50*</td>
<td>0.21**</td>
</tr>
<tr>
<td>dbr_t</td>
<td>-0.91</td>
<td>-1.36</td>
<td>-1.87*</td>
<td>0.75**</td>
<td>0.17*</td>
</tr>
<tr>
<td>dch_t</td>
<td>-1.35</td>
<td>-0.37</td>
<td>-1.06</td>
<td>0.52*</td>
<td>0.20*</td>
</tr>
<tr>
<td>dpa_t</td>
<td>-1.48</td>
<td>-1.35</td>
<td>-0.78</td>
<td>0.66*</td>
<td>0.12</td>
</tr>
<tr>
<td>dpe_t</td>
<td>-3.19*</td>
<td>-2.12</td>
<td>-0.07</td>
<td>0.54*</td>
<td>0.12</td>
</tr>
<tr>
<td>dur_t</td>
<td>-2.53</td>
<td>-1.53</td>
<td>-0.72</td>
<td>0.45</td>
<td>0.17*</td>
</tr>
</tbody>
</table>

Note: (a) ** and * denote rejection of the null hypothesis at 5% and 10% respectively. $Z(t_{a})$ is the version of the test with trend and intercept, $Z(t_{a^*})$ contains an intercept and $Z(t_{a})$ has no deterministic component.

(b) ** and * denote rejection of the null hypothesis of stationarity at 1 and 5% respectively.
### Table 4
Convergence summary results from the univariate tests

<table>
<thead>
<tr>
<th>Countries</th>
<th>PP tests</th>
<th></th>
<th>KPSS tests</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With trend</td>
<td>With constant</td>
<td>With constant</td>
<td>With trend</td>
</tr>
<tr>
<td>Bra-Arg</td>
<td>—</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bra-Bol</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>Bra-Chi</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
<td>—</td>
</tr>
<tr>
<td>Bra-Par</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bra-Pe</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>Bra-Ur</td>
<td>—</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Arg-Bol</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Arg-Bra</td>
<td>—</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Arg-Chi</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Arg-Par</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>Arg-Pe</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>Arg-Ur</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: The word “Yes” indicates that there is evidence in favour of convergence between the pairs of countries (notice that the tests have different null hypotheses).
Table 5
Multivariate Unit Root Tests: Common Autoregressive Coefficient

\[ \text{a) Abuaf & Jorion’s test} \]

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Club</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>Arg, Bol, Par, Ur</td>
<td>0.9254</td>
<td>0.8456</td>
<td>0.8228</td>
</tr>
<tr>
<td>Brazil</td>
<td>Arg, Ch, Par, Ur</td>
<td>0.9290</td>
<td>0.8463</td>
<td>0.8230</td>
</tr>
<tr>
<td>Brazil</td>
<td>Arg, Bol, Ch, Par, Pe, Ur</td>
<td>0.9397</td>
<td>0.8590</td>
<td>0.8411</td>
</tr>
<tr>
<td>Argentina</td>
<td>Bo, Br, Ch, Par, Pe, Ur</td>
<td>0.9396</td>
<td>0.8591</td>
<td>0.8415</td>
</tr>
<tr>
<td>Argentina</td>
<td>Bo, Br, Par, Ur</td>
<td>0.9253</td>
<td>0.8447</td>
<td>0.8209</td>
</tr>
</tbody>
</table>

\[ \text{b) Taylor & Sarno’s MADF test} \]

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Club</th>
<th>( MADF )</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>Arg, Bol, Par, Ur</td>
<td>18.07**</td>
<td>21.06</td>
<td>16.07</td>
<td>13.45</td>
</tr>
<tr>
<td>Brazil</td>
<td>Arg, Ch, Par, Ur</td>
<td>16.48*</td>
<td>22.60</td>
<td>16.85</td>
<td>14.11</td>
</tr>
<tr>
<td>Brazil</td>
<td>Arg, Bo, Ch, Par, Pe, Ur</td>
<td>26.89**</td>
<td>28.22</td>
<td>23.11</td>
<td>19.98</td>
</tr>
<tr>
<td>Argentina</td>
<td>Bo, Br, Ch, Par, Pe, Ur</td>
<td>25.47**</td>
<td>24.95</td>
<td>20.49</td>
<td>17.88</td>
</tr>
<tr>
<td>Argentina</td>
<td>Bo, Br, Par, Pe</td>
<td>22.33***</td>
<td>12.11</td>
<td>8.58</td>
<td>7.11</td>
</tr>
</tbody>
</table>

Note: (*) (***) and (****) denote rejection of the hypothesis of no convergence (non-stationarity) at 10, 5 and 1%, respectively.
Table 6
Flöres, Preumont & Szafraz’s unit root test

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Club</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>Arg.</td>
<td>0.9403</td>
<td>0.8929</td>
<td>0.8493</td>
</tr>
<tr>
<td></td>
<td>Bol.</td>
<td>0.9615**</td>
<td>0.9736</td>
<td>0.9666</td>
</tr>
<tr>
<td></td>
<td>Par.</td>
<td>0.8209/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Ur.</td>
<td>0.8709/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Brazil</td>
<td>Arg.</td>
<td>0.9630</td>
<td>0.7971</td>
<td>0.7480</td>
</tr>
<tr>
<td></td>
<td>Chile</td>
<td>0.9356</td>
<td>0.8151</td>
<td>0.7694</td>
</tr>
<tr>
<td></td>
<td>Par.</td>
<td>0.8597/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Ur.</td>
<td>0.8988/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Brazil</td>
<td>Arg.</td>
<td>0.9398</td>
<td>0.8882</td>
<td>0.8433</td>
</tr>
<tr>
<td></td>
<td>Bol.</td>
<td>0.9742</td>
<td>0.9640</td>
<td>0.9515</td>
</tr>
<tr>
<td></td>
<td>Chile</td>
<td>0.9169</td>
<td>0.8395</td>
<td>0.7932</td>
</tr>
<tr>
<td></td>
<td>Par.</td>
<td>0.8092/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Peru</td>
<td>0.9561</td>
<td>0.9126</td>
<td>0.8778</td>
</tr>
<tr>
<td></td>
<td>Ur.</td>
<td>0.8649/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Argentina</td>
<td>Bol.</td>
<td>0.7388/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Br.</td>
<td>0.9359</td>
<td>0.9291</td>
<td>0.8951</td>
</tr>
<tr>
<td></td>
<td>Chile</td>
<td>1.0187</td>
<td>0.8842</td>
<td>0.8430</td>
</tr>
<tr>
<td></td>
<td>Par.</td>
<td>0.9180***</td>
<td>0.9874</td>
<td>0.9841</td>
</tr>
<tr>
<td></td>
<td>Peru</td>
<td>0.8125/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Ur.</td>
<td>0.9681</td>
<td>0.8460</td>
<td>0.8031</td>
</tr>
<tr>
<td>Argentina</td>
<td>Bol.</td>
<td>0.6999/</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Br.</td>
<td>0.9111***</td>
<td>0.9628</td>
<td>0.9512</td>
</tr>
<tr>
<td></td>
<td>Par.</td>
<td>0.9016***</td>
<td>0.9874</td>
<td>0.9845</td>
</tr>
<tr>
<td></td>
<td>Ur.</td>
<td>0.9632</td>
<td>0.8394</td>
<td>0.7938</td>
</tr>
</tbody>
</table>

Notes: i) (*), (**) and (***) denote rejection of the hypothesis of no convergence (non-stationarity) at 10, 5 and 1% respectively; ii) / denotes the coefficients which were kept fixed in the second stage of the test.
Table 7
Breuer, McNown & Wallace’s SURADF test

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Club</th>
<th>( SURADF )</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>Arg.</td>
<td>-1.5139</td>
<td>-2.6078</td>
<td>-2.9567</td>
<td>-3.5321</td>
</tr>
<tr>
<td>Brazil</td>
<td>Bol.</td>
<td>-1.1295</td>
<td>-2.6071</td>
<td>-2.8799</td>
<td>-3.3770</td>
</tr>
<tr>
<td>Brazil</td>
<td>Par.</td>
<td>-2.8620***</td>
<td>-1.4187</td>
<td>-1.7661</td>
<td>-2.5482</td>
</tr>
<tr>
<td>Brazil</td>
<td>Ur.</td>
<td>-3.8242***</td>
<td>-1.5639</td>
<td>-1.9694</td>
<td>-2.6121</td>
</tr>
<tr>
<td>Brazil</td>
<td>Arg.</td>
<td>-1.3347</td>
<td>-2.6483</td>
<td>-2.9613</td>
<td>-3.4259</td>
</tr>
<tr>
<td>Brazil</td>
<td>Chile</td>
<td>-2.1436</td>
<td>-2.6204</td>
<td>-3.0250</td>
<td>-3.6580</td>
</tr>
<tr>
<td>Brazil</td>
<td>Par.</td>
<td>-2.6093***</td>
<td>-1.4279</td>
<td>-1.8076</td>
<td>-2.5175</td>
</tr>
<tr>
<td>Brazil</td>
<td>Ur.</td>
<td>-3.5516***</td>
<td>-1.7079</td>
<td>-2.1718</td>
<td>-3.0107</td>
</tr>
<tr>
<td>Brazil</td>
<td>Arg.</td>
<td>-1.5426</td>
<td>-2.6388</td>
<td>-2.9446</td>
<td>-3.6944</td>
</tr>
<tr>
<td>Brazil</td>
<td>Bol.</td>
<td>-0.9288</td>
<td>-2.8399</td>
<td>-3.1177</td>
<td>-3.8831</td>
</tr>
<tr>
<td>Brazil</td>
<td>Chile</td>
<td>-2.4687</td>
<td>-2.8802</td>
<td>-3.1977</td>
<td>-3.6871</td>
</tr>
<tr>
<td>Brazil</td>
<td>Par.</td>
<td>-2.8731***</td>
<td>-1.4613</td>
<td>-1.8143</td>
<td>-2.6380</td>
</tr>
<tr>
<td>Brazil</td>
<td>Pe</td>
<td>-2.8627***</td>
<td>-1.4579</td>
<td>-1.8416</td>
<td>-2.7360</td>
</tr>
<tr>
<td>Brazil</td>
<td>Ur.</td>
<td>-3.9108***</td>
<td>-1.7357</td>
<td>-2.1138</td>
<td>-2.8014</td>
</tr>
<tr>
<td>Argentina</td>
<td>Bol.</td>
<td>-4.2116***</td>
<td>-1.4918</td>
<td>-2.0026</td>
<td>-2.5366</td>
</tr>
<tr>
<td>Argentina</td>
<td>Br.</td>
<td>-2.6852*</td>
<td>-2.4203</td>
<td>-2.7576</td>
<td>-3.3863</td>
</tr>
<tr>
<td>Argentina</td>
<td>Chile</td>
<td>-0.1101</td>
<td>-2.7289</td>
<td>-2.0587</td>
<td>-3.6127</td>
</tr>
<tr>
<td>Argentina</td>
<td>Par.</td>
<td>-1.9066*</td>
<td>-1.6024</td>
<td>-1.9827</td>
<td>-2.7592</td>
</tr>
<tr>
<td>Argentina</td>
<td>Per.</td>
<td>-1.6859*</td>
<td>-1.4960</td>
<td>-1.8334</td>
<td>-2.6286</td>
</tr>
<tr>
<td>Argentina</td>
<td>Ur.</td>
<td>-1.1353</td>
<td>-2.7873</td>
<td>-3.0745</td>
<td>-3.6038</td>
</tr>
<tr>
<td>Argentina</td>
<td>Bol.</td>
<td>-3.9095***</td>
<td>-1.2735</td>
<td>-1.6804</td>
<td>-2.4260</td>
</tr>
<tr>
<td>Argentina</td>
<td>Br.</td>
<td>-2.4402*</td>
<td>-2.2765</td>
<td>-2.6010</td>
<td>-3.1357</td>
</tr>
<tr>
<td>Argentina</td>
<td>Par.</td>
<td>-1.3310***</td>
<td>-0.7734</td>
<td>-0.9155</td>
<td>-1.1190</td>
</tr>
<tr>
<td>Argentina</td>
<td>Per.</td>
<td>-1.9250**</td>
<td>-1.2542</td>
<td>-1.5442</td>
<td>-2.1332</td>
</tr>
</tbody>
</table>

Note: (*) , (**) and (***) denote rejection of the hypothesis of no convergence (non-stationarity) at 10, 5 and 1%, respectively.
Table 8
Summary convergence results from the multivariate tests that identify the converging countries.
[A "Yes" means evidence in favour of convergence; in the fraction between brackets, the numerator is the number of favourable evidences found and, the denominator, the number of times this was tested. A "—" means that no convergence was found.]

<table>
<thead>
<tr>
<th>Countries</th>
<th>FPS test</th>
<th>SURADF test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bra-Arg</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bra-Bol</td>
<td>Yes (1/2)</td>
<td>—</td>
</tr>
<tr>
<td>Bra-Chi</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bra-Par</td>
<td>Yes (3/3)</td>
<td>Yes (3/3)</td>
</tr>
<tr>
<td>Bra-Pe</td>
<td>—</td>
<td>Yes (1/1)</td>
</tr>
<tr>
<td>Bra-Ur</td>
<td>Yes (3/3)</td>
<td>Yes (3/3)</td>
</tr>
<tr>
<td>Arg-Bol</td>
<td>Yes (2/2)</td>
<td>Yes (2/2)</td>
</tr>
<tr>
<td>Arg-Bra</td>
<td>Yes (1/2)</td>
<td>Yes (2/2)*</td>
</tr>
<tr>
<td>Arg-Chi</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Arg-Par</td>
<td>Yes (2/2)</td>
<td>Yes (2/2)</td>
</tr>
<tr>
<td>Arg-Pe</td>
<td>Yes (1/1)</td>
<td>Yes (2/2)</td>
</tr>
<tr>
<td>Arg-Ur</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: * one of the evidences was a borderline rejection, at 10%.
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