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Abstract

Empirical evidence suggests that real exchange rate is characterized by the presence of near-unity root and additive outliers. Recent studies have found evidence in favor of PPP reversion by using the quasi-differencing (Elliott et al., 1996) unit root test (ERS), which is more efficient against local alternatives but is still based on least squares estimation. Unit root tests based on least squares method usually tend to bias inference towards stationarity when additive outliers are present. In this paper, we incorporate quasi-differencing into M-estimation to construct a unit root test that is robust not only against near-unity root but also against non-Gaussian behavior provoked by additive outliers. We re-visit the PPP hypothesis and found less evidence in favor of PPP reversion when non-Gaussian behavior in real exchange rates is taken into account.

1 Introduction

Testing the PPP hypothesis using the augmented Dickey-Fuller (ADF) unit root tests has produced little evidence of PPP reversion. On the other hand, new approaches based on panel data and multivariate tests have yielded strong support for the PPP hypothesis. This new approach suggests that unit root tests based on both cross-sectional and time-series data are more powerful than those based on time series observations. Recent criticism about this view has already emerged. First, Maddala et al (2000) analyzes many aspects of panel data unit root tests and conclude that it cannot rescue the PPP theory. Second,
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Taylor (2002) argues that multivariate unit root test may suffer from “missing middle”, meaning that the such tests fail to recognize many intermediate cases in which some series are stationary and some are not. He also argue that even those multivariate tests that do not suffer from missing middle, they may still suffer from the weak power problem identified by M.P. Taylor and Sarno (1998).

If panel data and multivariate unit root tests cannot give the right answer to the problem of low power of univariate unit root tests, then how can we test efficiently the purchasing power parity hypothesis? A possible solution is to try to gain higher power using Quasi-Differencing based unit root tests such as in Elliot et al. (1996). The unit root tests suggested in Elliot et al. (which we will shall refer as the ERS test) has high power against root near unity, which is an important feature exhibited by real exchange rates. Taylor (2002) used a secular sample of 23 countries with observations ranging from 1892 to 1996 and found strong evidence in favor of PPP by using the ERS test. Cheung and Lai (1998) considered post-Bretton Woods data and found more support for the PPP when the ERS is used in place of ADF tests.

The traditional ADF test and the efficient ERS test are based on least squares estimation. In the absence of Gaussianity, the least square based procedures are generally less efficient than more robust methods. Many applications in nonstationary economic time series involve data that are affected by frequent but important events such as oil shocks, wars, natural disasters, and changes in policy regimes, indicating the presence of nonGaussian behavior in macroeconomic time series (see Balke and Fomby, 1994). It is well-documented that financial time series such as interest rate and exchange rate have heavy-tailed distributions. In such cases, it is important to consider estimation and inference procedures that are robust to departures from Gaussianity and can be applied to nonstationary time series. For the particular case of real exchange rates, empirical evidence suggests that they are plagued with additive outliers (AO) which moves unit root inference based on least squares towards stationarity (Hoek et al., 1995).

In this paper, we will explore a new approach that is less sensitive to AO, has more power than OLS based unit root test under nonGaussian behavior and still retains the good power of the ERS test for roots near unity. In particular, we investigate the PPP reversion by taking into account two common characteristics in real exchange rate: near-unity root and additive outliers. We incorporate quasi-differencing into M-estimation to achieve efficiency gain in the presence of near-unit root and non-Gaussianity. To select appropriate criterion function in M-estimation, we consider unit root tests coupled with partially adaptive estimation. In this sense, the present paper try to provide an intermediate class of unit root testing procedures that are more efficient and robust than the traditional OLS based-test in the presence of heavy-tailed distributions and, on the other hand, simpler than unit root tests based on fully adaptive estimation using nonparametric methods. Although fully adaptive estimator has the theoretically attractive property of asymptotic efficiency, as suggested by Bickel (1982, p.664), partially adaptive estimation is a more practical goal because it avoids the difficulty of nonparametric estimation of score functions (also see similar ar-
guments in Potscher and Prucha (1986), Hogg and Lenth (1984), McDonald and Newey (1988), and Phillips (1994)). We consider a partially adaptive estimator based on the family of student-\( t \) distributions (Postcher and Prucha 1986). The choice of this family is based on two facts: (i) the family of student-\( t \) represents an important dimension of the space of distributions, including the normal distribution as a limiting case and the Cauchy distribution as a special case. Its adaptation parameter will depend on the scale and thickness parameters, which can be easily estimated from the data using the approach proposed by Potscher and Prucha (1986) and; (ii) unlike the OLS estimator, the M-estimator based on student-\( t \) distribution has a bounded influence function, meaning that it is less sensitive to the presence of additive outliers.

Monte-Carlo experiments are conducted to investigate the finite-sample performance of the partially adaptive M-detrended test. Comparing to the conventional ADF and ERS tests, the Monte Carlo results indicate that there is little loss in using the proposed unit root test when the innovations are Gaussian, and the power gains from using our M-detrended test is substantial when there are outliers or non-Gaussian innovations.

We next consider two samples of real exchange rate cited in the literature as evidence of PPP reversion obtained through the use of the ERS test. The first one was used in Taylor (2002) and the second was considered by Cheung and Lai (1998). Inference based on our partially adaptive M-detrended test yields less evidence of PPP reversion than that obtained using the non robust ERS test. Our results suggest that taking into account outliers in real exchange rates can lead to rejection of the, otherwise nonrejected, PPP hypothesis.

This paper is organized as follows: Section 2 reviews the literature on PPP hypothesis. Section 3 presents the econometric model. In particular we study a joint estimation of the deterministic trend and the autoregressive coefficient in a model with general disturbance distributions. Asymptotic analysis of the M-estimator is provided and a M-detrended (demeaned) unit root test is proposed based on these asymptotics and joint estimation. Some Monte Carlo results is presented in section 4, indicating a power gain of the proposed unit root test in the presence of heavy-tailed distributions. In Section 5, we apply these techniques to testing the PPP hypothesis. Section 6 concludes.

A word on notation: the symbol \( \Rightarrow \) signifies weak convergence, \( \equiv \) signifies equality in distribution, and \( := \) signifies definitional equality. \( L \) denotes lag operator. The expression \( \Delta = 1 - L \) is the difference operator, and \( \Delta_{c} \) signifies quasi-difference, which is defined by \( \Delta_{c} = 1 - (1+c/n)L \). The term \( I(k) \) denotes integration of order \( k \). All limits are taken as \( T \to \infty \), unless otherwise specified.

2 Testing the PPP Hypothesis: A Review

The PPP hypothesis has been the object of intense study in past works. It suggests that national price levels of two countries are equalized when expressed in the common currency unit. Even though the relation is not likely to hold in the short run due to price stickiness, the relation may hold in the long run. In
past studies, a popular way of testing the PPP hypothesis in the long run has been examining the statistical properties of the real exchange rate. The real exchange rate, by definition, is the relative national price levels of two countries expressed in common currency units. If the real exchange rate is stationary, deviations from the PPP are transitory and a mean reversion occurs. In such a case, the relative national price levels is equalized in the long run and the PPP hypothesis holds. However, if the real exchange rate has a unit root, deviations from the PPP are permanent and a mean (trend) reversion does not occur. In such a case, the PPP does not hold.

Many past studies have examined statistical properties of the real exchange rate to draw the implications on the empirical relevance of the purchasing power parity (PPP) in the long run. Earlier studies found less favorable evidence of PPP in industrial countries for the post-Bretton Woods period, by reporting that the null hypothesis of unit root against stationarity of the real exchange rates was not rejected. These tests were mostly implemented through the augmented Dickey-Fuller (ADF) and/or Phillips-Perron (PP) statistics. As pointed out by Frankel (1986), Froot and Rogoff (1995), and Rogoff (1996), a popular explanation for the failure to reject the unit-root null has been the low power of the unit-root tests, which is aggravated by the high persistency (a root near unity) of the real exchange rate and the short time-span of the post-Bretton Woods sample. Many past researchers have tried to resolve this low power problem by suggesting two possible approaches: 1) extending data points, by comprising both pre and post-Bretton Woods observations; and 2) employing panel data and multivariate unit root tests to exploit both cross-sectional and time-series variation.

The problem with the first option is that the sample covers periods of floating and fixed exchange rate regimes. The panel data and multivariate unit root tests, on the other hand, allow to extend the sample by pooling across different exchange rates during the post-Bretton Woods period. This has made these tests popular in testing the PPP hypothesis. We next provide a brief review of the use of panel data and multivariate unit root tests in PPP hypothesis testing.\footnote{Our review on panel data unit root testing is strongly based on Maddala (2000).}

### 2.1 Panel Data Unit Root Tests With Homogeneous Rate of Mean Reversion

In order to test the PPP hypothesis by exploring cross-section and time series variation, Abuafr and Jorion (1990) considered the following model

\[ q_{it} = \alpha_0 + \alpha_1 q_{i,t-1} + u_{it} \]  

where \( q_{it} \) is the (logged) real exchange rate of country \( i \) at time \( t \). Under the null hypothesis \( H_0 : \alpha_0 = 0, \alpha_1 = 1 \) the PPP hypothesis does not hold. They estimated the system by using pooling GLS and reject the null for the period
1900-72, but they found weak evidence in favor of PPP for the period post-
Breton Wood. The main problem associated to this test procedure is that it
ignores possible serial correlation in \( u_{it} \) and also assume the same autoregressive
parameters across \( i \).

The first unit root test to use a panel model with specific effects and specific
autoregressive coefficients was suggested by Levin and Lin (1992, 1993) and
Quah (1994). The Levin and Lin (LL hereafter) test is based on the following
model

\[
\Delta q_{i, t} = \alpha_i q_{i, t-1} + c_i + \varepsilon_{i, t}
\]

(2)

where \( c_i \) is a country specific effect and is \( \varepsilon_i \) allowed to display \( I(0) \) serial
autocorrelation. In order to construct the test statistic, LL estimate the ADF
regression below

\[
\Delta \bar{y}_{i, t} = \alpha_i \bar{y}_{i, t-1} + \sum_{j=1}^{k} \theta_{ij} \Delta \bar{y}_{i, t-j} + c_i + \varepsilon_{i, t}
\]

(3)

where \( \bar{y}_{i, t} \) is the (logged) real exchange rate in country \( i \) at time \( t \) after
subtraction of the cross-section average. Then, they perform two auxiliary
regressions of \( \Delta \bar{y}_{i, t} \) and \( \bar{y}_{i, t-1} \) on the remaining part of Eq. 3 and collect their
respective residuals, say, \( \tilde{\varepsilon}_{i, t} \) and \( \tilde{\nu}_{i, t-1} \). Since there may be heteroskedasticity
in \( \varepsilon_{i, t} \), they suggest to use the normalized residuals, say, \( \tilde{\varepsilon}_{i, t} \) and \( \tilde{\nu}_{i, t-1} \). The test
statistic is obtained from the following panel residual based regression:

\[
\tilde{\varepsilon}_{i, t} = \alpha \tilde{\nu}_{i, t-1} + \varepsilon_{i, t}
\]

(4)

They then show that the \( t_\alpha \) statistic has a standard normal distribution.
The LL test has been largely applied to test the PPP hypothesis ( see, for
example, MacDonald 1996, Frankel and Rose 1996, and Oh 1996). It is mostly
concluded that panel analysis provides strong support in favor of PPP reversion
because panel unit root tests have much more power than univariate unit root
tests since the former is based on a pooled sample and, therefore, avoid the
characteristic low power of univariate tests caused by short samples of the post-
Breton Woods era. However, as argued by Maddala et al (2000), this argument
is nonsense because that the set of hypotheses of univariate and panel unit root
tests are totally different from each other and, therefore, we cannot compare
their powers. In other words, the unit root test for a single time series is:
\( H_0 : \rho_1 = 1 \) vs \( H_1 : \rho_1 < 1 \) in the single regression \( y_t = \rho_1 y_{t-1} + \varepsilon_t \). The panel
data unit root test, on the other hand, tests the hypothesis

\[
H_0 : \rho_1 = \rho_2 = ... \rho_N = \rho = 1
\]

vs \( H_1 : \rho_1 = \rho_2 = ... \rho_N = \rho < 1 \)

in the regression \( y_{it} = \rho_i y_{i, t-1} + \varepsilon_{it}, \ i = 1, 2, ..., N \). One can see that the two
null hypothesis are different and we cannot compare the power of these tests.
Therefore, panel data unit root tests may be the wrong answer to the low power problem of univariate unit root tests.

Recent studies have also concluded that the LL test have high size distortions in the presence of serial correlation in the disturbance terms. In particular, Papell (1997) considers the following model

\[ q_{jt} = \rho_j q_{j,t-1} + \sum_{i=1}^{k} \gamma_{ij} \Delta q_{j,t-i} + \alpha_j + \epsilon_{jt} \quad j = 1, ..., N \]  

(5)

He tabulates new critical values and show that the critical values in Levin and Lin may lead to inappropriate rejections of the unit root hypothesis. Using the finite critical values he computed, Papell applies the LL test to six samples and rejects the unit root null at 5% for only some of his samples but not all of them.

O’Connel (1998) studied the importance of cross-section correlation in the disturbances. He concludes that there are dramatic size distortions for the LL test in the presence of contemporaneous correlation. Overall, the works of Papell and O’Connel seems to suggest that the strong evidence of PPP reversion obtained via panel data unit root tests may have been spurious.

Another way to study the PPP hypothesis using panel models was suggested by the study of Frankel and Rose (1996). They estimate the following panel regression model using data on 150 countries over a period of 45 years.

\[ \Delta q_{it} = \alpha + \delta q_{i,t-1} + \sum_{i} \beta_i D_i + \sum_{t} \phi_t D_t + \epsilon_{it} \]  

(6)

where \( q_{it} \) is the real exchange rate for country \( i \) at time \( t \), and \( D_i \) and \( D_t \) are country specific and year dummies respectively. Based on regression 6, Frankel and Rose conclude that there is enormous evidence in favor of the PPP hypothesis and that this support relies strongly on cross-section data with the time series data masking favorable evidences of PPP. Maddala et al (2000), however, show that the arguments used by Frankel and Rose may be flawed in several respects. They first argue that although time series observations of real exchange rates are plagued with the problem of instability over time, there is also strong evidence of cross-sectional heterogeneity: the results change when countries are deleted from the sample or when different country groups are considered. In order to investigate the conclusion of Frankel and Rose which states that support for the PPP relies strongly on cross-sectional rather than time-series data, Liu and Maddala (1996) presented cross-sectional and time-series regressions. Looking at cross-sectional regressions, they find that except in one single case in the 42 years considered, the coefficient \( \delta \) was not significantly different from zero, implying that there is no evidence that cross-sectional data support the PPP hypothesis. In estimating the time-series regression, Liu and Maddala found support for the PPP using WW-II time-series data. The favorable evidence came from several African countries, Australia and New Zealand, and two Asian countries Thailand and South Korea. Based on these findings, Maddala et al (2000) conclude that: “It is not true, as concluded by Frankel and Rose,
that strong support for PPP can be masked in time series data but are relatively easy to find in cross-section data.” They then suggest to explore more efficient univariate unit root tests such as the one suggested by Elliot et al (1996).

2.2 Panel Data Unit Root Tests With Heterogeneous Rate of Mean Reversion.

Under the alternative hypothesis in the panel data unit root tests discussed above, each real exchange rate reverts to its respective mean at the same rate. This strong restriction has motivated many works to consider panel data unit root tests with heterogeneous rate of mean reversion. In this direction, Im et al (1996) propose the IPS in which the alternative hypothesis under study is $H_1 : \rho_j < 1, j = 1, \ldots, N$ and, therefore, $H_1$ now allows different convergence rates for different countries. The procedure of the IPS test can be briefly summarized as follows. Let $t_{\rho_j}$ be the ADF $t$-statistic for the $j$-th currency.

The IPS test statistic is defined as $\hat{\rho} = \frac{\bar{E}(\bar{t})}{\sqrt{Var(\bar{t})}}$, where $\bar{t} = \frac{1}{N} \sum_{j=1}^{N} t_{\rho_j}$, with mean $E(\bar{t})$ and variance $Var(\bar{t})$. This test statistic is asymptotically normal. Monte Carlo experiments implemented by Im et al shows that IPS test has higher power than the LL test. Note that the IPS test just pools individual test statistics across countries. Maddala and Wu (1998) suggest a new approach (called Fisher test) which also allows different convergence rates under $H_1$. Their test pools p-values of each individual test across countries to calculate the Fisher test statistic $\lambda = -2 \sum_{j=1}^{N} \log P_j$, where $P_j$ is the p-value ADF test for the $j$-th country. The Fisher statistics has $\chi^2$ distribution with $2N$ degrees of freedom. Monte Carlo experiments also confirm that the Fisher test has higher power than the LL test. Wu and Wu (1998) apply IPS and Fisher tests to test the PPP hypothesis. They find that both tests reject the null of a unit root strongly for all samples, which implies that the PPP holds according to the results from IPS and Fisher tests.

However, as argued by Taylor (2002), these tests suffer from a "missing middle": the null corresponds to $N I(1)$ time series, but the alternative implies that all $N$ series are $I(0)$. Therefore, this structure is not appropriate to identify many intermediate cases in which some time series are stationary and some are not. Furthermore, these ADF tests based on panel data may reject the unit root null when only some of the series are stationary, but not all $N$ series.

2.3 Multivariate Unit Root Tests.

In order to solve the problem of missing middle, M.S. Taylor and Sarno (1998) develop a multivariate unit root test in which the null hypothesis is violated only when all series are stationary.

Let $q_t = (q_{1t}, \ldots, q_{Nt})$ be the $N \times 1$ vector of real exchange rates at time $t$. M.S. Taylor and Sarno consider the following model
\[ \Delta q_t = \Gamma_1 \Delta q_{t-1} + \ldots + \Gamma_{k-1} \Delta q_{t-k+1} + \Gamma_k \Delta q_{t-k} + \mu + \omega_t \quad (7) \]

which is just a error-correction representation for the dynamic of the real exchange rate. Under the PPP hypothesis, all N components of \( q_t \) are \( I(0) \). The \( N \times N \) matrix \( \Gamma_k \) has rank equal to the number of cointegrating vectors so that the null hypothesis corresponds to one or more nonstationary series, that is \( H_0 : \text{rank}(\Gamma_k) < N \), and the alternative corresponds to all series being stationary, that is \( H_1 : \text{rank}(\Gamma_k) = N \). The test statistic for this test is the Johansen likelihood ratio, \( \text{JLR} = -T \ln(1 - \lambda_N) \), where \( \lambda_N \) is the smallest eigenvalue of \( \Gamma_k \) and \( T \) is the time series size. The JLR statistic has a limiting chi-square distribution with one degree of freedom.

The problem with this test is that it places further restrictions on the lag structure since it imposes \( k \) lags of the \( \Delta q_t \) in all the equations of the system\(^2\). Taylor (2002) applies this test and found weak support for the PPP hypothesis, which indicates that the JLR test may suffer of weak power. Based on this result, Taylor proposes exactly the same approach suggested by Maddala et al.: shifting attention to a univariate approach that uses the most possible efficient univariate test. He also recommend to use the ERS test which is briefly described next.

### 2.4 ERS Test

In so far, we have learned from the previous sections that panel data and multivariate unit root tests are not the right answer to the problem of low power of univariate unit root tests. In order to gain higher power, the recent literature has recommended to use the more efficient ERS test proposed by Elliot et al. (1996). The ERS test is an univariate unit root test that has high power against roots near unity. Elliot et al. obtains the asymptotic power envelope for unit root tests analyzing the sequence of Neyman-Pearson tests of the null hypothesis \( H_0 : \alpha = 1 \) against the local alternative \( H_1 : \alpha = 1 + c/n \). The version of the test that allows for a linear trend is based on the regression below:

\[ (1 - L)y_t^* = \phi_0 y_{t-1}^* + \sum_{j=1}^{p} \phi_j (1 - L)y_{t-j}^* + v_t \quad (8) \]

where \( v_t \) is an error term and \( y_t^* \) is the locally detrended data process under the local alternative of \( \alpha = 1 + c/n \), where \( n \) is the sample size. This is illustrated by:

\[ y_t^* = y_t - \bar{\gamma} x_t \quad (9) \]

where \( x_t = (1, t) \) is a linear trend and \( \bar{\gamma} \) is the least square regression coefficient of \( \Delta_{\delta} y_t \) on \( \Delta_{\delta} x_t \), where \( \Delta_{\delta} y_t = [y_1, (1 - \alpha L)y_2, \ldots, (1 - \alpha L)y_n]^\prime \) and \( \Delta_{\delta} x_t = [x_1, (1 - \alpha L)x_2, \ldots, (1 - \alpha L)x_n]^\prime \). The ERS statistic is given by the t-ratio, when testing \( H_0 : \phi_0 = 0 \) against \( H_1 : \phi_0 < 0 \) in regression 8. Elliot et al (1996) recommended the localizing parameter, \( c \), to be set equal to \(-13.5 \). For the

---

\(^2\)This restriction is not required in the Fisher and IPS tests.
specification without a linear trend but still with a constant, one should go over the same steps by replacing $y_t^\ell$ with the locally demeaned series $y_t^\ell$ and $x_t = 1$. For this case, one should now set $\tau = -7$.

The importance of the ERS test is that it is robust against root near unity. Nevertheless, as we will show next, real exchange rates may be contaminated by additive outliers, which will move OLS based unit root test (such as the ERS test) towards stationarity.

### 2.5 Additive Outliers

In this section, we introduce the concept of additive outlier (AO) and show its effect on unit root inference. The discussion presented here is strongly based on the work of Hoek et al. (1995). Suppose that the stochastic process is generated according the following DGP

\begin{align}
y_t &= (1 - z_t)x_t + z_t w_t \\
\phi(L)x_t &= \varepsilon_t \\
w_t &= x_t + \xi_t
\end{align}

where $\phi(L)$ is a polynomial of order $p$ in the lag operator $L$, $z_t$ is a binary random variable, which is equal to 1 with probability $\gamma$ and to 0 otherwise, $x_t$ is the outlier-free process, $w_t$ is the contaminating process, and $\xi_t$ is the additive outlier. Therefore, model (10) tells us that the time series will be equal to $x_t$ (the outlier-free process) with probability $\gamma$ and equal to $x_t + \xi_t$ otherwise. Figure 1 exhibits a realization with 200 observations of the process $y_t$ for $\phi(L) = 1 - L$, $\xi_{70} = 15$ (meaning that the process $y_t$ is contaminated at time $t = 70$), and $\{\varepsilon_t\}$ a set of iid normal innovations. It is evident that an additive outlier causes a single departure from the normal pattern of the time series: the series immediately returns to its normal trajectory after the shock provoked by the AO is over.

The effect of additive outliers on unit root inference can be shown through the influence function (IF). Roughly speaking, the IF measures the change in the value of an estimator when an outlier is added to the sample. As an example, consider the AR(1) process $x_t = \phi x_{t-1} + \varepsilon_t$, with $t = 1, \ldots, T$, where $\varepsilon_t$ is i.i.d. with finite variance. Let $z_t = 0$ for all $t \neq s$ and $z_t = 1$ for some $1 < s < T$. Hoek et al. (1995) prove that the OLS estimator of $\phi$ based on the observed series $y_t$ will be equal to

\begin{align}
\hat{\phi}_{OLS} &= \frac{\sum_{t=1}^{T} y_t y_{t-1}}{\sum_{t=1}^{T} y_{t-1}^2} = \frac{\xi (x_{s-1} + x_{s+1}) + \sum_{t=1}^{T} x_t x_{t-1}}{\xi^2 + 2\xi x_s + \sum_{t=1}^{T} x_{t-1}^2} = O_p(\xi^{-1})
\end{align}

Note that we do not restrict $x_t$ to be stationary, that is, we can also assume that $\phi(L) = 1 - L$. 

\[^3\text{Note that we do not restrict } x_t \text{ to be stationary, that is, we can also assume that } \phi(L) = 1 - L \]
Note that $\xi$ represents the additive outlier. Therefore, existence of $\xi$ will make the OLS estimator, $\hat{\phi}_{ols}$, be biased towards zero. Hence, unit root tests based on OLS estimation, such as the ERS test, will likely overreject the null hypothesis of unit root when AO’s are present.

Therefore, it is important to test for unit root taking into account not only near-unity alternatives (i.e., ERS test) but also the presence of additive outliers. The first step is to consider another estimator that possesses a bounded IF. A simple choice is the M estimator based on the class of Student-$t$ distributions. This estimator is nothing else than a conditional maximum likelihood estimator within the class of iid Student-$t$ distributed innovations (MLT). As an example, consider the AR(1) model \( y_t = \phi y_{t-1} + \varepsilon_t \). The MLT estimator of $\phi$ maximize the following log-likelihood function

\[
L = \text{constant} + \frac{n}{2} \ln \Theta - \frac{\nu + 1}{2} \sum_{t=j+2}^{n} \ln \left( 1 + \frac{\Theta}{\nu} [\varepsilon_t]^2 \right)
\]

where the parameter $\Theta$ measures the spread of the disturbance distribution and $\nu$ is the degree of freedom that measures the tail thickness. Large values of $\nu$ corresponds to thin tails in distribution. For given parameters $\nu$ and $\Theta$, denoting $\Theta/\nu$ as $\theta$, the MLT of $\phi$ is the solution of the following optimization problem
\[ \min \sum_t \varphi(\varepsilon). \]

where \( \varphi(\varepsilon) = \ln \left( 1 + \theta [x_t]^2 \right) \). Hoek et al. (1995) noted that the criterion function, \( \psi(\varepsilon) = \varphi'(\varepsilon) \), of the MLT estimator is \( O(\varepsilon^{-1}) \) and therefore satisfies the necessary condition for the boundness of the influence function in a time series context. These results suggest that if one wants to conduct unit root inference robust against AO’s, then it is relevant to consider unit root tests based on the MLT estimator. In the next section, we introduce a M-determined unit root test, which will turn out to be robust against AO’s as well as near unity alternatives.

3 The Econometric Model

We considered the following stochastic process:

\[ y_t = \gamma' x_t + y_t^e, \quad t = 1, ..., n. \]  
(12)

\[ y_t^e = \alpha y_{t-1}^e + u_t, \quad t = 1, ..., n. \]  
(13)

where the time series \( y_t \) is decomposed as the sum of a deterministic trend \( \gamma' x_t \) and a stochastic component \( y_t^e \). \( y_t^e \) is the stochastic component which denotes the deviations of the series from the trend. These deviations are autocorrelated and the largest autoregressive root is \( \alpha \). \( \{u_t\} \) is an \( I(0) \) process with mean zero. \( y_0 \) is a constant (more generally, without affecting the asymptotic results, we can assume that it is a random variable of finite variance). This parameterization allows for the same deterministic component under both the null and the alternative hypothesis and is now widely used in economic time series analysis. Combining (12) and (13) gives the following nonlinear regression model.

\[ y_t = \gamma' \Delta x_t + (1 - \alpha) \gamma' x_{t-1} + \alpha y_{t-1} + u_t. \]  
(14)

In this paper, we study estimation and unit root testing for time series with general disturbance. We assume that \( \alpha \) may be close to unity and, therefore, reparameterize \( \alpha \) so that the parameter space is in a shrinking neighborhood of unity:

\[ \alpha = 1 + c/n \]  
(15)

Combining (12), (13), and (15), we have

\[ \Delta y_t = \gamma' \Delta x_t - c \gamma' \left( \frac{x_{t-1}}{n} \right) + c \left( \frac{y_{t-1}}{n} \right) + u_t \]  
(16)

In the simple case in which \( u_t \) is iid normally distributed, given observations on \( y_t \), the maximum likelihood estimators of \( \gamma \) and \( c \) are the nonlinear least
squares estimators. In the absence of Gaussianity in $u_t$, it is possible to follow
the idea of Huber (1964) for the location problem in order to obtain more robust
estimators. In this direction, Randles (1968) and Huber (1973) introduced a class
of so-called M estimators which generally have good properties over a wide
range of distributions.

The M-estimator for $(c, \gamma)$ in model (16) is defined as the solution of the
following extreme problem:

$$\begin{bmatrix}
\hat{c} \\
\hat{\gamma}
\end{bmatrix} = \arg \max L(c, \gamma)$$

(17)

where

$$L(c, \gamma) = \sum_{t=2}^{n} \varphi(\Delta y_t - c(y_{t-1}/n) - \gamma' \Delta x_t + c\gamma' (x_{t-1}/n)).$$

for some criterion function $\varphi$. In the case that $u_t$ are iid errors and $\varphi$ is the true
log density function of $u$, $L(c, \gamma)$ is the log likelihood function and the estimator
$(\hat{c}, \hat{\gamma})$ given by (17) is the maximum likelihood estimator.

The above analysis focuses on the major source of serial correlation in $y_t^*$, i.e.
$\alpha = 1 + c/n$, and ignore the $I(0)$ serial correlation in $u_t$. This generally brings no
loss of asymptotic efficiency. However, it is possible to consider parameterizing
the $I(0)$ correlation in $u_t$ using, say, ARMA($p,q$) models.

Nonlinear estimation based on (17) is usually complicated. A relative simple
and practically useful approach is to couple M-estimation with quasi-differencing
(QD). Again, we are interested in testing the null hypothesis $c = 0$ against the
alternative $c < 0$. For some appropriate choice $\tilde{c}$, we calculate the estimator for
$\gamma$ under the hypothesis $c = \tilde{c}$,

$$\tilde{\gamma} = \arg \max \sum_{t=1}^{n} \varphi(\Delta y_t - \gamma' \Delta x_t).$$

(18)

The above quasi-difference based estimation removes the major ($I(1)$) correlation
in time series $y_t$. Then, we construct the detrended data based on $\tilde{\gamma}$,

$$\tilde{y}_t^* = y_t - \gamma' x_t.$$ 

Re-estimating $c$ based on the M-estimator of the autoregressive coefficients of
$\tilde{y}_t^*$, i.e.,

$$\hat{c} = \arg \max \sum_{t=1}^{n} \varphi(\Delta y_t - c(y_{t-1}/n) - \gamma' \Delta x_t + c\gamma' (x_{t-1}/n)), $$

(19)

The quasi-difference M-detrended unit root test (QDM) can then be constructed
based on $\hat{Z}_{QDM} = \hat{c}$.

For $\hat{\gamma}$, it can be shown that (see appendix for asymptotic theory of M-
estimator)

$$n^{-1/2} D_n(\gamma - \gamma) \Rightarrow \left[ \int X_\alpha(r) X_\alpha(r)' dr \right]^{-1} \int X_\alpha dS_\alpha(r)$$

(20)
where

$$
\bar{S}_{\hat{c}}(r) = S_0(r) - (\hat{c} - c) \int_0^r J_{c}, \quad S_0(r) = B_{c}(r)/\delta, \text{ and } X_c = g(r) - \hat{c}X(r).
$$

Consequently, the partial sum process based on $\bar{y}_t^c$ has the following asymptotic behavior:

$$
\frac{1}{\sqrt{N}} y^c_{[nr]} = \frac{1}{\sqrt{N}} y^{\hat{c}}_{[nr]} - \left[ (\gamma - \gamma)' D_n \frac{1}{\sqrt{N}} \right] D_n^{-1} x_t
\Rightarrow \quad J_{c}(r) = \int d\bar{S}_{\hat{c}}(r) X_c \left[ \int X_c X_c' dr \right]^{-1} X(r) \tag{21}
$$

We summarize the limiting null distribution and the power function of $\hat{Z}_M = \hat{c}$ in the following proposition. For more discussion on related asymptotics, see Xiao (2001).

**Proposition:**
(1) Under $c = 0$,

$$
\hat{Z}_{QDM} \Rightarrow \left[ \int B_{\hat{c}}^{-1} \right] \left[ \int B_{\hat{c}}^{-1} - \int B_{\hat{c}}^{-1} \left[ \int X_c X_c' dr \right]^{-1} \int X_c dS_0(r) + \lambda \right]. \tag{22}
$$

where

$$
B_{\hat{c}}(r) = B_1(r) - X(r)' \left[ \int X_c X_c' dr \right]^{-1} \int X_c dS_0(r), \text{ and } S_0(r) = S_0(r) - \hat{c} \int_0^r B_1
$$

(2) Under the alternative hypothesis,

$$
\hat{Z}_{QDM} \Rightarrow \quad \hat{c} + \left[ \int J_{\hat{c}}^{-1} \right] \left[ \int J_{\hat{c}}^{-1} - \int J_{\hat{c}}^{-1} dr + \lambda \right],
$$

where

$$
J_{\hat{c}}(r) = g(r)' \left[ \int X_c X_c' dr \right]^{-1} \int X_c d\bar{S}_{\hat{c}}(r) - \hat{c} J_{\hat{c}}(r),
$$

and

$$
J_{\hat{c}}(r) = J_{c}(r) - X(r)' \left[ \int X_c X_c' dr \right]^{-1} \int X_c d\bar{S}_{\hat{c}}(r)
$$

To obtain asymptotically valid tests for a unit root, we need to know the limiting distributions. We may calculate the critical values by simulating Brownian Motions using Gaussian random variables. Notice that the Brownian motions $B_{\hat{c}}(r)$ and $B_1(r)$ are correlated, we may decompose $B_{\hat{c}}(r)$ into a combination of orthogonal components $B_1(r)$ and $B_{c,1}(r)$. Notice that the parameters can be estimated consistently. The asymptotic null distribution is unaffected if the parameters are replaced by their consistent estimates. Thus, a robust estimate
of the null distribution can be obtained by simulating the distribution with the unknown parameters replaced by their consistent estimates. Alternatively, we may generate critical values under the null using re-sampling as follows: (1) First we detrend the data and obtain \( \tilde{y}_t = y_t - \gamma' x_t \); (2) Let \( \tilde{u}_t \) be an AR\( (k) \) process with \( k \to \infty \) with \( n \), but \( k = o(n^{1/3}) \), denote the estimated AR parameters as \( \{ \hat{\theta}_j, j = 1, \ldots, k \} \) and the residual of the fitted AR\( (k) \) process as \( \tilde{\varepsilon}_t \); (3) Draw i.i.d. \( \{ \varepsilon_t^* \} \) from \( \{ \tilde{\varepsilon}_t \} \); (4) Generate \( \{ u_t^* \} \) from \( \{ \varepsilon_t^* \} \) and \( \{ \hat{\theta}_j, j = 1, \ldots, k \} \); (5) Generate \( y_t^* \) under the null of a unit root: \( y_t^* = y_{t-1}^* + u_t^* \); (6) Generate \( y_t^* \) = \( y_t^* + \gamma' x_t \); (7) Calculate the M-detrended unit root test \( Z_{QDM} \) based on \( y_t^* \). Repeat the above process many times, each time obtain a calculated \( Z_{QDM} \) and the \( \tau \)-th quantile of these calculated \( Z_{QDM} \) may be used as the 100\( \tau \)% level critical value.

**Remark 1** (Parameterizing I(0) Serial Correlation) The analysis of this paper focused first on the major source of serial correlation in \( y_t^* \), i.e. \( \alpha = 1 + c/n \), and ignored the I(0) serial correlation in \( u_t \). This generally brings no loss of asymptotic efficiency. However, it is possible to consider parameterizing the I(0) correlation in \( u_t \) using, say, ARMA\( (p, q) \) models. For example, if we assume that the disturbance process \( u_t \) is AR\( (k) \) and \( y_t^* \) in (13) can be represented by

\[
y_t^* = \alpha y_{t-1}^* + \sum_{j=1}^{k} \psi_j y_{t-j}^* + \epsilon_t,
\]

where \( \epsilon_t \) is an iid sequence, we may consider a M estimator of \( \{ \phi, \{ \psi_j \}_{j=1}^{k} \} \) that minimizes

\[
\sum_{t=2}^{n} \varphi \left( \Delta y_t^* - \phi, y_{t-1}^* - \sum_{j=1}^{k} \psi_j \Delta y_{t-j}^* \right).
\]

The QDM unit root test can then be constructed based on \( Z_{QDM} = \frac{\hat{y}_0}{\sqrt{\sum_{j=1}^{k} \hat{\psi}_j}} \).

The asymptotic behavior of this statistic can be analyzed similarly.

### 3.1 Choosing the Criterion Function: A Partially Adaptive Estimator.

The M estimator for \( (c, \gamma) \) was motivated by the maximum likelihood estimator. In practice, even if the exact distribution of the innovations is unknown, if the data has similar tail behavior as the density function used in the estimation, then inference based on these method still have good sampling performance. Thus, in applications, we may consider adaptive or partially adaptive estimation methods so that the data density can be approximated.

Although from a theoretical point of view, fully adaptive estimation method based on nonparametric estimation (Hansen 1995; Seo 1996; Beedlers 1998) is
ideal, partially adaptive estimation (Bickel 1982, pp664; Postcher and Prucha 1986) may be a practically useful method. In this section, we consider a partially adaptive M estimator for \((c, \gamma)\).

Taking into account of the well documented characteristic of heavy tails in economic and financial data, we consider a partially adaptive estimator based on the student-t distributions, although other classes of distributions may be analyzed similarly. The student-t distribution is an important class of distributions (see more discussion in, say, Hall and Joiner 1982) that contains the Cauchy distribution as a special case and the normal distribution as a limit case, and has wide applications in economic analysis. Partially adaptive estimator based on this class of distribution is reasonably robust.

The M-estimators considered in this section is also the MLE corresponding to the student-t distributed disturbances. In case of t-distributed innovations, the log-likelihood is given by

\[
L(c, \gamma) = \text{constant} + \frac{n}{2} \ln \Theta - \frac{\nu + 1}{2} \sum_{t=2}^{n} \ln \left\{ 1 + \Theta \left[ \Delta y_t - \frac{c y_{t-1}}{n} - \gamma' \Delta x_t + \frac{c \gamma' x_{t-1}}{n} \right] \right\}
\]

where the parameter \(\Theta\) measures the spread of the disturbance distribution and \(\nu\) is the degree of freedom that measures the tail thickness. Large values of \(\nu\) corresponds to thin tails in distribution. For given parameters \(\nu\) and \(\Theta\), denoting \(\Theta/\nu\) as \(\theta\), the MLE of \((\gamma, c)\) is the solution of the following optimization problem

\[
\left[ \hat{c}, \hat{\gamma} \right] = \arg \min \sum_{t=2}^{n} \ln \left\{ 1 + \theta \left[ \Delta y_t - \frac{c y_{t-1}}{n} - \gamma' \Delta x_t + \frac{c \gamma' x_{t-1}}{n} \right]^2 \right\}
\]

The above optimizing problem can be solved as the following:

(i) for some appropriate choice \(\hat{c}\), we calculate the estimator for \(\gamma\) under the hypothesis \(c = \hat{c}\),

\[
\hat{\gamma} = \arg \min \sum_{t=2}^{n} \ln \left\{ 1 + \theta [\Delta \hat{y}_t - \gamma' \Delta \hat{x}_t]^2 \right\}.
\]  \hspace{1cm} (24)

(ii) Then, we construct the detrended data based on \(\hat{\gamma}\), \(\hat{y}_t = y_t - \hat{\gamma}' x_t\), and re-estimating \(c\) based on the M-estimator of the autoregressive coefficients of \(\hat{y}_t\), i.e., \(c = n \hat{\phi} \), where

\[
\hat{\phi}_0 = \arg \min \sum_{t=2}^{n} \ln \left\{ 1 + \theta [\Delta \hat{y}_t - \phi \hat{y}_{t-1}]^2 \right\}
\]  \hspace{1cm} (25)

If there is \(I(0)\) dependence in \(\mu_t\), we replace 25 by
\[
\left[ \hat{\phi}_t \right]_k = \arg \min \sum_{t=2}^{n} \ln \left\{ 1 + \theta \left[ \Delta \hat{y}_t - \phi_t \hat{y}_{t-1} - \sum_{j=1}^{k} \psi_j \Delta \hat{y}_{t-j} \right]^2 \right\}
\]

where now we have \( \hat{c} = \frac{n \hat{\phi}}{1 + \sum_{j=1}^{k} \psi_j} \).

In practical analysis, the parameters \( \nu \) and \( \Theta \) are not known and has to be estimated. We consider a two-step partially adaptive estimator of \((c, \gamma)\) in which the first step involves a preliminary estimation of the parameters \( \nu \) and \( \Theta \) (and thus \( \theta \)). We then replace \( \theta \) in 25 by its estimator and perform a second step estimation for \((c, \gamma)\). In the presence of general disturbance distributions, \( \nu \) and \( \Theta \) lose their original meaning. However, in the cases where \( 0 \leq \hat{\nu} \) and \( 0 \leq \hat{\Theta} \), \( \hat{\nu} \) and \( \hat{\Theta} \) still can be interpreted as estimators of measures of the tail thickness and the spread of the disturbance distribution, and partially adaptive estimator 25 still have good sampling properties.

Potscher and Prucha (1986) discussed the estimation of the adaptation parameters \( \nu \) and \( \Theta \). In particular, if we denote \( E(|u_t|^k) \) as \( \sigma_k \), then for \( \nu > 2 \), we have

\[
\frac{\sigma_2}{\sigma_1} = \frac{\pi}{\nu - 2} \frac{\Gamma(\nu/2)^2}{\Gamma((\nu - 1)/2)^2} = \rho(\nu)
\]

and

\[
\Theta = \frac{1}{\pi} \frac{\nu \Gamma(\nu - 1/2)^2}{\sigma_1^2 \Gamma(\nu/2)^2} = q(\nu, \sigma_1).
\]

Potscher and Prucha show that \( \rho(\cdot) \) is analytic and monotonically decreasing on \((2, \infty)\) with \( \rho(2+) = \infty \) and \( \rho(\infty) = \pi/2 \). Thus, given estimator of \( \sigma_1 \) and \( \sigma_2 \), \( \nu \) can be estimated by inverting \( \rho(\nu) \) in 26 and thus an estimator of \( \theta \) can be obtained from

\[
\hat{\theta} = \frac{q(\hat{\nu}, \hat{\sigma}_1)}{\hat{\nu}} = \frac{1}{\pi} \frac{\Gamma(\hat{\nu} - 1/2)^2}{\sigma_1^2 \Gamma(\hat{\nu}/2)^2}.
\]

For the estimation of \( \sigma_1 \) and \( \sigma_2 \), we may use the sample moments

\[
\hat{\sigma}_k = \frac{1}{n} \sum_t |\hat{u}_t|^k.
\]

where \( \hat{u}_t \) is OLS estimator of \( u_t \). Once we obtain the estimated (partially adaptive) density, the limiting distribution of \( \hat{c} \) can be approximated using simulation method. Thus, a partially adaptive unit root test can be conducted.
4 Monte Carlo Results.

We conducted a Monte Carlo experiments to examine the sampling performance of the M-detrended unit root test. In particular we focused on the size adjusted empirical power of the following unit root tests:

1. the Dickey-Fuller coefficient test based on OLS detrending, denoted by OLS;
2. the quasi-differencing DF test (ERS test), based on least square regression on the quasi-differenced data, denoted by QD;
3. the $Z_{QDM}$ test developed above and based on M-estimation plus quasi-differencing, denoted by QDM.

The model used for data generation was the following model:

$$
y_t = \gamma^t x_t + \varepsilon^t$$

$$y^*_t = \alpha y^*_{t-1} + u_t, \ t = 1, ..., n$$

where the true value of $\gamma$ is 0 and $\{u_t\}$ is an iid sequence of t-distributions with three degrees of freedom. We standardized $u_t$ so that it has unity variance. Two sample sizes were considered: $n=100$, $n=200$. The number of iterations is 2,000 in each case, and the initial value of $y^*$ is set at 0.

To provide a power comparison among the different tests, size corrected power is reported (for discussion on the use of size-corrected power, also see Stock, 1995; Cheung and Lai, 1997). The corresponding critical values were calculated from a direct simulation using 20,000 replications. Both the demeaned test and the detrended test are examined. In particular, Table I reports the empirical power of the demeaned tests, and Table II reports the power of the tests with a linear time trend.

<table>
<thead>
<tr>
<th>Table I: Size-adjusted empirical power (demeaned case)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>$\alpha = 0.975$</td>
</tr>
<tr>
<td>$\alpha = 0.95$</td>
</tr>
<tr>
<td>$\alpha = 0.925$</td>
</tr>
<tr>
<td>$\alpha = 0.90$</td>
</tr>
<tr>
<td>$\alpha = 0.875$</td>
</tr>
<tr>
<td>$\alpha = 0.85$</td>
</tr>
<tr>
<td>$\alpha = 0.825$</td>
</tr>
<tr>
<td>$\alpha = 0.80$</td>
</tr>
</tbody>
</table>
Table II: Size-adjusted empirical power (detrended case)

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>QD</th>
<th>QDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha=0.975$</td>
<td>0.0624</td>
<td>0.0638</td>
<td>0.0786</td>
</tr>
<tr>
<td>$\alpha=0.95$</td>
<td>0.1048</td>
<td>0.1068</td>
<td>0.1592</td>
</tr>
<tr>
<td>$\alpha=0.925$</td>
<td>0.1936</td>
<td>0.1950</td>
<td>0.3166</td>
</tr>
<tr>
<td>$\alpha=0.90$</td>
<td>0.3192</td>
<td>0.3222</td>
<td>0.5434</td>
</tr>
<tr>
<td>$\alpha=0.875$</td>
<td>0.4804</td>
<td>0.4822</td>
<td>0.7684</td>
</tr>
<tr>
<td>$\alpha=0.85$</td>
<td>0.6474</td>
<td>0.6522</td>
<td>0.9134</td>
</tr>
<tr>
<td>$\alpha=0.825$</td>
<td>0.7974</td>
<td>0.8024</td>
<td>0.9736</td>
</tr>
<tr>
<td>$\alpha=0.80$</td>
<td>0.8982</td>
<td>0.9006</td>
<td>0.9926</td>
</tr>
</tbody>
</table>

A general conclusion coming from these Monte Carlo experiments is that the testing procedure using distributional information has substantially improved power properties. In other words, our simulations indicate that the empirical power functions of test QDM is well above the power functions of least-square based tests (OLS and QD). This result together with the fact that the QDM unit root test based on the class of student-t distributions has a bounded influence function, suggests that we should test for unit root using the QDM approach whenever there is evidence of departures from Gaussianity in the data.

5 Re-visiting the PPP Hypothesis: Evidence From a Robust Approach

In the search for a more powerful unit root test, new studies on the PPP hypothesis have used the ERS test. In this section, we will re-visit two samples of real exchange rates by using our robust approach. We first consider the work of Taylor (2002). He uses a secular sample of US-dollar based real exchange rates\footnote{Taylor (2002) also considered real exchange rates relative to a world basket of currencies.} (1892 to 1996) that covers the set of countries Argentina, Australia, Belgium, Brazil, Canada, Denmark, Finland, France, Germany, Italy, Japan, Mexico, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, and United Kingdom.

Figure 2 shows the graphics of real exchange rate for the countries listed above. It clearly suggest that almost all time series are characterized by the presence of outliers. The outliers appear to be additive: the series almost immediately returns to the normal level (trend) after the shock is over. The additive outliers in the majority of the European countries seem to be provoked by wars and oil shocks. Latin American countries like Argentina, Brazil and Mexico, experimented strong economic instability in the 80’s and 90’s and this may explain the AO’s observed in those countries.

We now turn to unit root analysis. For comparison purposes, we considered the same lag choices and deterministic components as in Taylor (2002)\footnote{To be precise, Taylor (2002) considered two specifications (intercept and linear trend) in all time series. To save space, just one specification was considered in this paper. The} with the localizing parameter, $\tau$, being set equal to $-13.5$ for the specification with
Figure 2: Real Exchange Rates (1892 to 1996)
a linear trend, and $\tau = -7$ for the specification with an intercept. The results are displayed in Table III. The test statistic of the quasi-difference M-detrended unit root test based on partial adaptive estimation is given by $Z_{QDM}$. Table III also shows estimates of the autoregressive coefficient $\alpha$. The first estimate, $\hat{\alpha}_{ERS}$, is coming from the ERS regression and, therefore, it is a OLS estimate of $\alpha$. The second one, $\hat{\alpha}_{QDM}$, corresponds to the partial adaptive estimator used in the QDM test. The high persistency in real exchange rates (and many other macroeconomic variables) suggests that the coefficient $\alpha$ is near unity. However, if the series are contaminated by AO’s, we have shown that the OLS estimator $\hat{\alpha}_{ERS}$ will be biased towards zero whereas the M estimator based on Student-t distribution will have a bounded influence function. Finally, the last column includes the estimates the thickness parameter of the student-t distribution.

Unless for few countries, like Australia, France, Denmark, and Netherlands, the OLS estimator of the persistency parameter, $\hat{\alpha}_{ERS}$, seems to be smaller than the robust partial adaptive estimator, $\hat{\alpha}_{QDM}$, suggesting the presence of additive outliers in those series (a simple visual inspection of the graphics in Figure 2 reinforces this conclusion). Therefore, real exchange rates are more persistent than otherwise reported. Not surprisingly, $Z_{ERS}$ is not significant for almost all countries, suggesting that PPP holds. When the robust test is applied, we find that the PPP still holds for many countries, but it fails in Belgium, Brazil, Canada, Japan, Norway, Portugal, Spain and Sweden. Finally, Table III shows estimates of the thickness parameter, $\tilde{\nu}$. These estimates suggest that all time series analyzed display evidence of heavy-tailed distribution, which support the choice of the QDM rather than the ERS test to conduct unit root inference, since the former is more powerful than the latter under the presence of fat-tail distributions.

---

 specification with intercept was included for all countries but Canada, Japan, Mexico and Switzerland, in which we included a linear trend. Our choices reflect the trending behavior exhibited by the time series in Figure 1.
Table III: Unit Root Analysis (1892 - 1996)\(^6\)

<table>
<thead>
<tr>
<th>Countries</th>
<th>n</th>
<th>Test type</th>
<th>Lags</th>
<th>(Z_{ERS})</th>
<th>(Z_{QDM})</th>
<th>(\alpha_{ERS})</th>
<th>(\alpha_{QDM})</th>
<th>(v)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>113</td>
<td>no trend</td>
<td>0</td>
<td>-37.00***</td>
<td>-13.00***</td>
<td>0.67</td>
<td>0.88</td>
<td>2.71</td>
</tr>
<tr>
<td>Australia</td>
<td>127</td>
<td>no trend</td>
<td>0</td>
<td>-12.00**</td>
<td>-11.90**</td>
<td>0.90</td>
<td>0.90</td>
<td>3.31</td>
</tr>
<tr>
<td>Belgium</td>
<td>117</td>
<td>no trend</td>
<td>0</td>
<td>-15.53***</td>
<td>-1.02</td>
<td>0.86</td>
<td>0.99</td>
<td>2.51</td>
</tr>
<tr>
<td>Brazil</td>
<td>108</td>
<td>no trend</td>
<td>1</td>
<td>-11.50**</td>
<td>-4.60</td>
<td>0.90</td>
<td>0.96</td>
<td>3.31</td>
</tr>
<tr>
<td>Canada</td>
<td>127</td>
<td>with trend</td>
<td>0</td>
<td>-8.72</td>
<td>-7.86</td>
<td>0.93</td>
<td>0.94</td>
<td>8.91</td>
</tr>
<tr>
<td>Denmark</td>
<td>117</td>
<td>no trend</td>
<td>0</td>
<td>-11.33**</td>
<td>-11.65**</td>
<td>0.90</td>
<td>0.90</td>
<td>3.91</td>
</tr>
<tr>
<td>Finland</td>
<td>116</td>
<td>no trend</td>
<td>0</td>
<td>-49.14***</td>
<td>-24.90***</td>
<td>0.70</td>
<td>0.80</td>
<td>2.51</td>
</tr>
<tr>
<td>France</td>
<td>117</td>
<td>no trend</td>
<td>1</td>
<td>-10.88**</td>
<td>-9.66**</td>
<td>0.93</td>
<td>0.94</td>
<td>8.91</td>
</tr>
<tr>
<td>Germany</td>
<td>117</td>
<td>no trend</td>
<td>1</td>
<td>-17.46***</td>
<td>-9.90**</td>
<td>0.92</td>
<td>0.95</td>
<td>3.31</td>
</tr>
<tr>
<td>Italy</td>
<td>117</td>
<td>no trend</td>
<td>0</td>
<td>-24.28***</td>
<td>-9.95***</td>
<td>0.83</td>
<td>0.92</td>
<td>2.51</td>
</tr>
<tr>
<td>Japan</td>
<td>105</td>
<td>with trend</td>
<td>0</td>
<td>-1.70</td>
<td>-5.30</td>
<td>0.97</td>
<td>0.95</td>
<td>4.51</td>
</tr>
<tr>
<td>Mexico</td>
<td>111</td>
<td>with trend</td>
<td>0</td>
<td>-23.94***</td>
<td>-13.19**</td>
<td>0.78</td>
<td>0.88</td>
<td>3.31</td>
</tr>
<tr>
<td>Netherlands</td>
<td>127</td>
<td>no trend</td>
<td>0</td>
<td>-9.04*</td>
<td>-7.23*</td>
<td>0.93</td>
<td>0.94</td>
<td>3.31</td>
</tr>
<tr>
<td>Norway</td>
<td>127</td>
<td>no trend</td>
<td>0</td>
<td>-5.24</td>
<td>-3.74</td>
<td>0.95</td>
<td>0.98</td>
<td>2.71</td>
</tr>
<tr>
<td>Portugal</td>
<td>107</td>
<td>no trend</td>
<td>0</td>
<td>-6.93*</td>
<td>-3.36</td>
<td>0.94</td>
<td>0.97</td>
<td>3.11</td>
</tr>
<tr>
<td>Spain</td>
<td>117</td>
<td>no trend</td>
<td>0</td>
<td>-8.44*</td>
<td>-5.12</td>
<td>0.92</td>
<td>0.96</td>
<td>4.51</td>
</tr>
<tr>
<td>Sweden</td>
<td>117</td>
<td>no trend</td>
<td>0</td>
<td>-10.13**</td>
<td>-4.32</td>
<td>0.91</td>
<td>0.96</td>
<td>3.11</td>
</tr>
<tr>
<td>Switzerland</td>
<td>105</td>
<td>with trend</td>
<td>1</td>
<td>-25.64***</td>
<td>-18.48***</td>
<td>0.85</td>
<td>0.89</td>
<td>7.11</td>
</tr>
<tr>
<td>UK</td>
<td>127</td>
<td>no trend</td>
<td>0</td>
<td>-14.40***</td>
<td>-8.14***</td>
<td>0.88</td>
<td>0.93</td>
<td>2.91</td>
</tr>
</tbody>
</table>

We now revisit the sample used by Cheung and Lai (1998). Their sample only includes post-Bretton wood era observations. In fact, the secular sample employed in Taylor (2002) has the advantage of pursuing a large time-span but, on the hand, it is criticized for comprising both flexible and fixed exchange rate regime periods, which, ultimately, may lead to rejection of the null of unit root due to low variability in the time series during the fixed regime periods. Cheung and Lai also employed the ERS test and find some support for PPP in the post-Bretton Woods era, but evidence was weak for US-dollar based real exchange rate. To construct the real exchange rate for the post-Bretton Woods era, we took the nominal exchange rate and the price level (Consumer Price Index) from the International Financial Statistics CD-ROM, which is made by the International Monetary Fund (IMF). The sample covers the same period as in Cheung and Lai (1998), from April 1973 to December 1994. Figure 2 shows the graphics of real exchange rate for the countries considered in Cheung and Lai, and there seem to be some evidence of additive outliers in the US-dollar based real exchange rates.

Table IV provides our unit root analysis. We considered the same lag and deterministic components choices as in Cheung and Lai (1998)\(^7\). First notice

\(^6\)Finite-sample critical values were calculated based on 10,000 simulations of the null. The symbols (***) and (*) indicate rejection of the null hypothesis of unit root at 5% and 10% level of significance, respectively.

\(^7\)Again, for comparison purposes with previous studies, we set the localizing parameter, \(\tilde{\tau}\), equal to \(-13.5\) for the specification with a linear trend, and \(\tilde{\tau} = -7\) for the specification with an intercept.
Figure 3: Real Exchange Rates (Post-Bretton Woods Era)
that the difference between $\hat{\alpha}_{QDM}$ and $\hat{\alpha}_{ERS}$ is more accentuated in the US-dollar based real exchange rates. This result matches with what is observed in Figure 3, that is, the real exchange rates relative to the US dollar seem to be contaminated by additive outliers. An interesting fact is that the difference between $\hat{\alpha}_{QDM}$ and $\hat{\alpha}_{ERS}$ is nil for JP/GE and FR/JP, which are the series that seems to have normal distribution according to the estimate of our thickness parameter\(^8\). This confirms the fact that the OLS and partial adaptive estimators will be equivalent under Gaussian innovations. This happens because the class of student-t distribution includes the normal distribution as a limit case. The statistic $\hat{Z}_{ERS}$ lead us to the same conclusion reached by Cheung and Lai (1998): PPP holds for the majority of the countries in the sample (7 out of 10), but holds barely for the US-dollar RER. When the robust test $\hat{Z}_{QDM}$ is employed and additive outliers are considered, we find that the PPP holds for only three (out of 10) countries, yielding little evidence in favor of PPP reversion. More specifically, the difference between our results and theirs resides in the US-dollar RER’s, which are exactly the time series that seemed to be contaminated by outliers.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Test type</th>
<th>Lags</th>
<th>$\hat{Z}_{ERS}$</th>
<th>$\hat{Z}_{QDM}$</th>
<th>$\hat{\alpha}_{ERS}$</th>
<th>$\hat{\alpha}_{QDM}$</th>
<th>$\hat{\nu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR/US</td>
<td>No trend</td>
<td>2</td>
<td>-6.44*</td>
<td>-4.56</td>
<td>0.982</td>
<td>0.991</td>
<td>10.11</td>
</tr>
<tr>
<td>GE/US</td>
<td>No trend</td>
<td>2</td>
<td>-6.70*</td>
<td>-5.95</td>
<td>0.981</td>
<td>0.988</td>
<td>19.91</td>
</tr>
<tr>
<td>JP/US</td>
<td>With trend</td>
<td>3</td>
<td>-9.37</td>
<td>-7.53</td>
<td>0.973</td>
<td>0.977</td>
<td>11.11</td>
</tr>
<tr>
<td>UK/US</td>
<td>No trend</td>
<td>2</td>
<td>-6.42*</td>
<td>-3.94</td>
<td>0.980</td>
<td>0.990</td>
<td>8.91</td>
</tr>
<tr>
<td>FR/GE</td>
<td>No trend</td>
<td>4</td>
<td>-15.64**</td>
<td>-7.67**</td>
<td>0.964</td>
<td>0.972</td>
<td>3.71</td>
</tr>
<tr>
<td>JP/GE</td>
<td>With trend</td>
<td>3</td>
<td>-24.7**</td>
<td>-25.6**</td>
<td>0.945</td>
<td>0.945</td>
<td>(\infty)</td>
</tr>
<tr>
<td>UK/GE</td>
<td>No trend</td>
<td>3</td>
<td>-5.64</td>
<td>-5.05</td>
<td>0.986</td>
<td>0.986</td>
<td>13.11</td>
</tr>
<tr>
<td>FR/JP</td>
<td>With trend</td>
<td>6</td>
<td>-33.60***</td>
<td>-37.24***</td>
<td>0.943</td>
<td>0.942</td>
<td>(\infty)</td>
</tr>
<tr>
<td>UK/JP</td>
<td>With trend</td>
<td>3</td>
<td>-12.66</td>
<td>-10.13</td>
<td>0.971</td>
<td>0.977</td>
<td>7.51</td>
</tr>
<tr>
<td>FR/UK</td>
<td>No trend</td>
<td>3</td>
<td>-6.26*</td>
<td>-5.09</td>
<td>0.983</td>
<td>0.986</td>
<td>6.11</td>
</tr>
</tbody>
</table>

6 Conclusion

This paper re-visited the PPP hypothesis using a robust approach and found less evidence in favor of PPP reversion than what was previously obtained using nonrobust unit root tests. We considered quasi-differencing coupled with M-estimation to construct a unit root test that is robust against two important features observed in real exchange rates: near-unity root and additive outliers. The PPP puzzle is more evident during the post-Bretton Woods era. It is important to mention that recent studies have found evidence in favor of PPP reversion using non-linear models. A partial list along this direction includes:

---

\(^8\) Actually, $\hat{\nu} = \infty$ means that the upper bound in our numerical optimization was reached. We set the upper bound equal to 80.

\(^9\) Finite-sample critical values were calculated based on 10,000 simulations of the null. The symbols (***) and (**) indicate rejection of the null hypothesis of unit root at 5% and 10% level of significance, respectively.
Chortareas and Kapetanios (2004), who find PPP reversion in the Yen real exchange rate by using a non-linear version of the augmented Dickey-Fuller test; Michael et al. (1997) also report evidence in favor of PPP hypothesis by considering nonlinear adjustment in real exchange rates; and Gouvea and Rodrigues (2004) do not reject the PPP hypothesis using the threshold cointegration adaptation of the unit root test procedure suggested by Caner & Hansen (2001). In this paper, we have not tested for nonlinearity, but we expect that the apparent nonlinearity in real exchange rates may be due to the existence of outliers. Indeed, Balke and Fomby (1994) and Van Dijk et al. (1999) show that, after controlling for outliers, much of the evidence of non-linearity in many economic time series is eliminated. In conclusion, our results not only suggest that further investigations on the PPP reversion are necessary to accumulate more evidence on the empirical relevance of the PPP hypothesis, but also emphasizes the importance of the use of robust methods in new studies on PPP in order to take into account the non-Gaussian behavior observed in real exchange rate.

7 APPENDIX

7.1 Asymptotic properties of the M estimator

Xiao (2001) studied some asymptotic properties of the M estimator (17). He makes the following assumptions on $u_t$ and the criterion function $\varphi$. These conditions are assumed for the convenience of asymptotic analysis. In practice, even if these conditions do not hold, as long as the data has similar distributional properties as the function $\varphi$ described, Monte Carlo evidence indicates that the joint estimation still have good sampling properties.

**Assumption A:** The process \{u_t\} is strictly stationary and strong-mixing with mixing coefficients $\alpha_m$ that satisfy $\alpha_m = O(m^{-\lambda})$ for all $\lambda > p\nu/(p - \nu)$ for some $p > \nu > 2$, $E(u_1) = 0$ and $E |u_t|^p < \infty$; $\nu^2 = \lim_{n \to \infty} E\left(\sum_{t=1}^{n} u_t^2\right)^2/n > 0$.

**Assumption B:** $\varphi(\cdot)$ possesses derivatives $\varphi'$ and $\varphi''$. $[u, \varphi'(u)]$ has $k$-th moments for some $k > 2$, $E[\varphi'(u)] = 0$, and $\varphi''$ is Lipschitz continuous.

**Assumption C:** $\tilde{c} = c + O_p(1)$, and $n^{-1/2}D_n(\tilde{\gamma} - \gamma) = o_p(n^{1/4})$.

Assumptions A and B are standard conditions in asymptotic analysis of maximum likelihood estimators or M estimators. The mixing condition requires that the mixing coefficients should be of size $p\nu/(p - \nu)$ (White 1984) so that the dependence of $u_t$ and $u_{t+k}$ is controlled. The moment conditions on $u$ and $\varphi'(u)$ and the mixing conditions are needed to establish the weak convergence results. We may also replace the moment condition on $\varphi'(u)$ by boundness conditions of the derivatives of $\varphi$, because the latter and the moment condition on $u$ imply the corresponding condition on $\varphi'$. Assumptions similar to C are also standard in the development of M estimator asymptotics. It is related to Assumption (b) in Theorem 5.1 of Phillips (1995) and the assumption on $\tilde{e}_t$ in Theorem 1 of Lucas (1995).
Denote \([\cdot]\) as the greatest lesser integer function. Then under Assumption A, as \(n\) goes to \(\infty\), \(n^{-1/2}\sum_{i=1}^{[n]}y_t\) converges weakly to a Brownian motion \(B_t(r) = \omega_u W_t(r) = BM(\omega^2_u)\), where \(\omega^2_u\) is the long run variance of \(u_t\), denoted as \(\text{llvar}(u_t)\). Thus \(n^{-1/2}y_t\) converges weakly to the corresponding Ornstein-Uhlenbeck process \(J_\delta(r) = \int_0^r e^{(r-s)}dB_1(s)\). The limiting distributions of \(\hat{\gamma}\) and \(\tilde{\gamma}\) will also be dependent on the weak limit of the partial sums of \(\varphi'(u_t)\). Denoting \(\omega^2 = \text{llvar}[\varphi'(u_t)]\), and \(\delta = E[\varphi''(u_t)]\), then \(n^{-1/2}\sum_{i=1}^{[n]}\varphi'(u_t) \Rightarrow B_\varphi(r) = BM(\omega^2)\).

For asymptotic analysis of the deterministic trend, we assume that there are standardizing matrices \(D_n\) and \(F_n = n^{-1}D_n\) such that \(D_{n-1}x[nr] \rightarrow X(r)\) and \(F_{n-1}\Delta x[nr] \rightarrow g(r)\), as \(n \rightarrow \infty\), uniformly in \(r \in [0, 1]\). In the case of a linear trend, \(D = \text{diag}[1, n]\) and \(X(r) = (1, r)\). If \(x_t\) is a general \(p\)-th order polynomial trend, \(D = \text{diag}[1, n, \ldots, v^p]\) and \(X(r) = (1, r, \ldots, v^p)\). Denoting the limit of \(n^{-1/2}D_n(\hat{\gamma} - \gamma)\) by \(\xi_c\), and the limit of \(\xi_c\) by \(\eta_c\), the limiting distributions of the M estimators \(\hat{\gamma}\) and \(\tilde{\gamma}\) are given in the following theorem.

**Theorem 1 (Xiao, 2001):** Given models (12), (13), and (15), for all \(c\) in a compact set, under Assumptions A, B, and C, the limiting distributions of nonlinear regression estimators \(\hat{\gamma}\) and \(\tilde{\gamma}\) are jointly determined by the following equations:

\[
\xi_c = \left[ \int X_n(r)X_n'(r)dr \right]^{-1} \int X_n(r)dS_c(r),
\]

\[
\eta_c = \left[ \int J_\xi(r)^2dr \right]^{-1} \int J_\xi(r)d\tilde{S}_c(r) + \lambda,
\]

where

\[
X_n(r) = g(r) - \eta_c X(r), \quad J_\xi(r) = J_c(r) - \xi_c X(r),
\]

\[
J_\xi(r) = cJ_c(r) - \xi_c g(r), \quad \tilde{S}_c(r) = \int_0^r J_\xi(s)ds + B_\varphi(r) / \delta,
\]

\[
S_c(r) = (c - \eta_c) \int_0^r J_c(s)ds + B_\varphi(r) / \delta,
\]

and \(\lambda = \Delta_{u, \varphi} / \delta, \Delta_{u, \varphi}\) is the one-sided long run covariance between \(u_t\) and \(\varphi'(u_t)\).

**Proof**

By definition, the estimators \((\hat{\gamma}, \tilde{\gamma})\) solve the following equation system:

\(i\): \[\sum_{i=1}^{n} \varphi'(\Delta y_{t_i} - \hat{c}(y_{t_i-1}/n) - \hat{\gamma}' \Delta x_{t_i} + \hat{\gamma}'\Delta x_{t_i-1}/n)\Delta \hat{x}_{t_i} = 0,\]

\(ii\): \[\sum_{i=1}^{n} \varphi'(\Delta y_{t_i} - \tilde{c}(y_{t_i-1}/n) - \tilde{\gamma}' \Delta x_{t_i} + \tilde{\gamma}'\Delta x_{t_i-1}/n)\tilde{y}_{t_i-1} = 0,\]

where \(\tilde{y}_{t_i} = y_{t_i-1} - \gamma' x_{t_i-1}\). For simplicity, we denote that \(\tilde{u}_t = \Delta y_{t_i} - \tilde{c}(y_{t_i-1}/n) - \tilde{\gamma}' \Delta x_{t_i} + \tilde{\gamma}'\Delta x_{t_i-1}/n)\) then \(\tilde{u}_t = u_t - (\tilde{c} - c)(\tilde{y}_{t_i-1}/n) - (\tilde{\gamma} - \gamma)' \Delta x_{t_i} + (\tilde{c} - c)(\tilde{\gamma} - \gamma)'(x_{t_i-1}/n)\).

Under Assumption C, for all \(c\) in a compact set, the left-hand side of equation \((i)\) is asymptotically equivalent to
$$ (i'): \sum_{t=1}^{n} \varphi''(u_t) \Delta_x e_{t-1} - (\bar{c} - c) \sum_{t=1}^{n} \varphi''(u_t) \left( \frac{\bar{y}_{t-1}}{n} \right) \Delta_x e_{t-1} - (\bar{\gamma} - \gamma) \sum_{t=1}^{n} \varphi''(u_t) \Delta_x e_{t} \Delta_x e_{t} + \\
(\bar{c} - c)(\bar{\gamma} - \gamma) \sum_{t=1}^{n} \varphi''(u_t) \left( \frac{x_{t-1}}{n} \right) \Delta_x e_{t} $$

Under the assumptions A, B and C, the following asymptotics hold:

$$ F_n^{-1} \Delta_x x_{[nr]} \Rightarrow g(r) - \eta_c X(r) = X_{\gamma}(r), $$
$$ \frac{1}{n} \sum_{t=1}^{n} \varphi''(u_t) \Rightarrow B_{\varphi}(r) = W_{\varphi}(r) = BM(\omega^2), $$
$$ \frac{1}{n} \sum_{t=1}^{n} \varphi''(u_t) \Rightarrow J_{\varphi}(r) - \xi_{\varphi} X(r) = \mathcal{L}_{\varphi}(r), $$

where $J_{\varphi}(r) = \int_0^r e^{(r-s)} dB_1(s)$ and $B_1(r)$ is the weak limit of $n^{-1/2} \sum_{t=1}^{n} u_t.$

As a result, it can be verified that

$$ \frac{1}{n} \sum_{t=1}^{n} \varphi''(u_t) \Delta_x e_{t} F_n^{-1} \Rightarrow \int_0^1 dB_{\varphi} X_{\eta}, $$

$$ \frac{1}{n} \sum_{t=1}^{n} \varphi''(u_t) (\bar{c} - c) \left( \frac{\bar{y}_{t-1}}{n} \right) \Delta_x e_{t} F_n^{-1} \Rightarrow \delta(\eta_c - c) \int_0^1 J_{\varphi} X_{\eta}, $$

$$ \frac{1}{n} \sum_{t=1}^{n} \varphi''(u_t) (\bar{\gamma} - \gamma) \Delta_x e_{t} \Delta_x e_{t} F_n^{-1} \Rightarrow \delta \xi_{\varphi} \int_0^1 X_{\eta} $$

Denote

$$ S_{\varphi}(r) = (c - \eta_c) \int_0^r J_{\varphi}(s) ds + B_{\varphi}(r) / \delta, $$

and $\tilde{S}_{\varphi}(r) = \int_0^r J_{\varphi}(s) ds + B_{\varphi}(r) / \delta.$

Then, by the results of 27-30 and (i'), we have

$$ \xi_{\varphi} = \left[ \int X_{\eta}(r) X_{\eta}(r) dr \right]^{-1} \int X_{\eta}(r) dS_{\varphi}(r). $$

Similarly, under the given assumptions, the left-hand side of equation (\(ii\)) is asymptotically equivalent to

$$ (ii'): \frac{1}{n} \sum_{t=1}^{n} \varphi' (u_t) \bar{y}_{t-1} - (\bar{c} - c) \sum_{t=1}^{n} \varphi''(u_t) \left( \frac{\bar{w}}{n} \right) \bar{y}_{t-1} - (\bar{\gamma} - \gamma) \sum_{t=1}^{n} \varphi''(u_t) \Delta_x e_{t} \bar{y}_{t-1} + $$$$ (\bar{c} - c)(\bar{\gamma} - \gamma) \sum_{t=1}^{n} \varphi''(u_t) \left( \frac{x_{t-1}}{n} \right) \bar{y}_{t-1} , $$

and by calculations of weak limits of the sample covariances $(1/n) \sum_{t=1}^{n} \varphi'(u_t) \bar{y}_{t-1}.$

$$ (1/n^2) \sum_{t=1}^{n} \varphi''(u_t) \bar{y}_{t-1} \bar{y}_{t-1}, (1/n)(\bar{\gamma} - \gamma) \sum_{t=1}^{n} \varphi''(u_t) \Delta_x e_{t} \bar{y}_{t-1}, $$

and following a similar argument as the previous proof, we get

$$ \eta_c = \left[ \int J_{\varphi}(r)^2 dr \right]^{-1} \left[ \int J_{\varphi}(r) dS_{\varphi}(r) + \lambda \right]. $$

**Proof of Proposition 1** We only need to employ the arguments used above plus equations 20 and 21.
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