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Abstract

This chapter argues that digital platforms are increasingly undertaking regulatory and police functions, which are traditionally considered a matter of public law. The authors emphasise that such functions have been growingly delegated to platforms by public authorities, while at the same time platforms are self-attributing such functions to avoid liability, de facto becoming private cyber-regulators and cyber-police.

After highlighting the tendency towards delegation of public functions to private platforms, we provide concrete examples of such phenomenon. For example, the chapter illustrates three types of delegations of public power: the imposition of open-ended injunctions against innocent intermediaries, typically for content removal or website blocking; the implementation of the right to content delisting against search engines, also known as the “right to be forgotten”; and the enlisting of numerous IT companies into a voluntary scheme to counter “illegal hate speech”. We show in all these cases that the amount of discretion conferred on platforms is problematic from the standpoint of the protection of individual rights.

Furthermore, the paper scrutinises the case of the parallel copyright regime developed by YouTube, to emphasise another collateral effect of the privatisation of regulation and police functions: the extraterritorial application of a national legislation – US copyright, in this case – which de facto turns the platform into a private proxy for global application of national regulation. We conclude highlighting some of the challenges and viable solutions for the protection of individual rights in an era of increasing privatisation of regulation and police.
### 2.1 Introduction

Our analysis departs from the observation that digital platforms\(^{28}\) are increasingly undertaking regulation and police functions, which have traditionally been considered a matter of public law. In particular, such functions have been growingly delegated to platforms by public regulation\(^{29}\), while at the same time platforms are self-attributing such functions in order to avoid liability, *de facto* becoming private cyber-regulators and cyber-police. This tendency is exemplified tellingly by a series of cases we discuss in sections 2 and 3, focusing on different kinds of intermediaries, and illustrating their growing role as Internet points of control.

First, we scrutinise three types of delegations of public power: the imposition of open-ended injunctions against innocent intermediaries, typically for content removal; the implementation of the right to content delisting against search engines, also known as the “right to be forgotten”; and the enlisting of a number of intermediaries into a voluntary scheme to counter “illegal hate speech”. We show in all these cases that the amount of discretion conferred on platforms is problematic from the standpoint of the protection of individual rights. Second, we review the parallel copyright regime developed by YouTube, which can be deemed as the most utilised content distribution platform. This latter example is particularly useful to emphasise another collateral effect of the privatisation of regulation and police functions, which is the extraterritorial application of a national regulatory regime – in this case, US copyright legislation – *de facto* turning the platform into a private proxy for global application of national regulation.

Lastly, we draw some conclusions, based on the presented case studies, highlighting challenges and possible solutions for the protection of individual rights in an era of increasing privatisation of regulation and police.

---

\(^{28}\) For purposes of this article, we rely on the definition of “platform” laid out in the DCPR Recommendations on Terms of Service and Human Rights, which refers to “any application[,] allowing users to seek, impart and receive information or ideas according to the rules defined into a contractual agreement”. See Belli, De Filippi and Zingales (2015), Annex 1 (n).

\(^{29}\) Here, the term “regulation” should be considered as encompassing both the activity of issuing rules (rulemaking) and the activity of adjudicating disputes and taking decision (ruling).
2.2 The Rise of Platforms as Points of Control

Public law and international relations are grounded on the assumption the states and international organisation are the only actors having legitimacy to elaborate and implement binding norms. In this sense, Max Weber critically influenced the evolution of domestic public law, arguing that states are the “political enterprises”\textsuperscript{30} characterised by “the monopoly of the legitimate use of physical force within a given territory”\textsuperscript{31} while Hans Kelsen affirmed the essential unity between state and legal order, thus considering state and law as synonyms\textsuperscript{32}. However, these assumptions take a different flavour at the international level, where no entity may claim the monopoly of force or the legitimacy to unilaterally establish binding rules. In this context, private actors have long taken the lead and bridged the gap left by the lack of international public authority, through the institution of private ordering systems. Such systems structure\textsuperscript{33} in a very effective fashion a wide range of variegated sectors, spanning from global finance to organised crime\textsuperscript{34} and, of course, the online environment.

By nature, the Internet environment and particularly its application layer – which is composed of privately developed and run platforms – lends itself very well to the surge of private authority to provide law and order while avoiding conflicts of jurisdiction. Indeed, the very commercialisation of the Internet was driven by the belief that “the private sector should lead”\textsuperscript{35} the expansion of electronic commerce over the Internet on a global basis.

Considering the above, it is not a surprise that the digital platforms that populate cyberspace have long established private mechanisms, which represent a much more efficient and reliable

\begin{itemize}
  \item \textsuperscript{30} Weber (1919).
  \item \textsuperscript{31} Ibid.
  \item \textsuperscript{32} Kelsen (1967).
  \item \textsuperscript{33} Susan Strange’s concept of “structural power” (Strange,1988) is useful to describe very well the capability of private entities to shape frameworks within which (natural or legal) persons relate to each other. For a discussion of how such concept can be applied to internet intermediaries, see Horten (2016).
  \item \textsuperscript{34} Hall and Biersteker (2002).
  \item \textsuperscript{35} See W J Clinton and Al Gore Jr (1997).
\end{itemize}
alternative to conflicting and ineffective public institutions in the online world. As such, the ineffectiveness of state coercion - which in the offline world confers public actors a certain degree of authority and leads citizens to respect legislation - has prompted private players to replace it with the contractual rules and technical architecture that establish what behaviours are allowed in the offline world. In this perspective, digital platforms may be considered as cyberspaces in the sense of true virtual territories whose frontiers are defined by their technical architecture. Notably, platform providers concentrate the capacity to unilaterally establish the law of the (cyber)land, enforce it and utilise their self-established rules to adjudicate conflicts between platform users.

First, platforms enjoy the capacity to regulate the behaviour of their users via their Terms of Service (ToS), which unilaterally establish what content users are authorised to access and share, what activities they are allowed to perform, as well as what data will be collected about users and how such data will be processed. One of the salient features of platforms’ ToS is that parties do not negotiate them but, on the contrary, the platform provider defines the conditions in a standard fashion - as it happens in all adhesion or boilerplate contracts - and the platform users can only decide to adhere or not to the pre-established terms. In this context, the platform user is an adhering party, whose bargaining power is limited to the choice between “take it or leave it” thus giving to the ToS the force of a “law of the platform,” which is established and modifiable uniquely by the platform provider. Furthermore, such quasi-regulatory power may not only be exercised with regard to the definition of substantive provisions enshrined in the platform’s ToS but also with regard to the criteria according to which decisions will be taken by the platform when implementing its ToS as well as the procedural and technical tools to be utilised to put into effect the platform’s ToS and decisions.

Secondly, differently from legislation and, more generally, from

37 See Belli & Venturini (2016).
38 See Belli & De Filippi (2012); Radin (2012); Kim (2013).
any type of public regulation, platforms’ private ordering does not need to be implemented by public executive organs. By contrast, digital platforms can directly implement their self-defined private regulation by designing the platform’s technical structure according to the ToS, in a way that only allows users to perform the actions that are permitted by the platform’s rules of engagement. Regulation by architecture\(^{39}\) is also possible in the off-line but the level and scale of control achieved by the digital architectures of online platforms is extremely difficult to achieve even in the most authoritarian regimes of the offline world. Moreover, the algorithms that enable the platform’s functionalities – for instance, establishing the order according to which information will be displayed on the platform’s timeline – do not need implementation, for they are self-executing norms\(^{40}\). Platforms may also independently establish and run alternative dispute resolution and other private remedy mechanisms, as we stress in section 2.b, including by employing individuals who actively monitor users’ compliance with the private regulation.\(^{41}\)

Thirdly, platforms usually include – and frequently impose\(^{42}\) – alternative dispute resolution mechanisms to solve conflicts amongst users based on the law of the platform. As such, these intermediaries do not simply enjoy a quasi-normative power to establish the ToS and the quasi-executive power to enforce them but they also enjoy the quasi-judicial power to take decision based on the ToS provisions, for instance deliberating what constitutes “obscene” or “harmful” content. However, such private decision-making may frequently lead to erroneous decisions and over-restriction, as has been stressed by Urban, Karaganis and Schofield (2017), with regard to takedowns of
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\(^{39}\) In this sense, Lawrence Lessig argues that regulation of real spaces can define the constraints that real space creates and, likewise, the regulation of the cyberspaces’ architecture defines constraints on cyberspaces. See Lessig (2006:127-128).

\(^{40}\) Belli (2016:140-144).

\(^{41}\) As an example, Facebook currently employs a team of more than 7,500 “community operators” dedicated to the review “millions of reports” of abusive content that Facebook receives weekly. See Mark Zuckerberg officially announcing the hiring of 3,000 extra operators to cope with the increasing reports of “abuse”, on 3 May 2017, supra n. 3.

\(^{42}\) In this regard, a recent study conducted by the Center for Technology and Society at Fundação Getulio Vargas analysed the ToS of 50 digital platforms, demonstrating that 34% of the analysed ToS imposed arbitration as the only method for dispute resolution. See Center for Technology and Society at Fundação Getulio Vargas (2016).
supposedly illicit content.

Although the expansion of private regulation over individuals should not be considered necessarily as a negative phenomenon, the ways in which business actors exercise their “private sovereignty” should be subject to public scrutiny, in order to avoid the emergence of abusive conducts. As pointed out by Chenou and Radu (2017), the rise of private authority in the online context does not necessarily result in a loss of sovereignty and decision-making power for the state, but it rather stimulates a hybridisation of governance. Indeed, it seems that the supposed efficiency of digital platforms’ private enforcement is leading public actors to increasingly delegate regulatory functions to private actors. In this perspective, the OECD already stressed in 2011 the pivotal role that Internet intermediaries, such as digital platforms, play in advancing public policy objectives.\(^{43}\) This consideration is leading an ample range of governments to utilise digital platforms – and Internet intermediaries in general – as proxies in order to reaffirm their national sovereignty online.

However, it should be emphasised that, in their pursuit of efficiency or compliance with national regulation, platforms end up focusing on cost minimisation and avoidance of their potential liability rather than individual rights maximisation. Moreover, the entrustment of platforms with regulatory functions tends to increase their power vis-à-vis market participants which depend on the platform’s services, and often entrench already powerful market positions by imposing regulatory burdens on a whole category, to the disadvantage of smaller competitors. Finally, it should not be underestimated that platforms may choose to simply implement domestic legislation at the global level, rather than designing a framework better suited to meet multicultural needs and exceptions, thereby leading to the extraterritorial implementation of a discretionarily chosen regime. In the following sections, we offer some concrete examples, corroborating what we have argued above with evidence and illustrating the rise of platforms as *de facto* private regulators and police of cyberspace.

\(^{43}\) See OECD (2011).
2.3 The Delegation of Regulatory and Police Functions to Private Intermediaries

In recent years, the above-mentioned type of delegation of public functions to online platforms has increased exponentially. As discussed, such transfer of responsibilities is grounded upon the recognition of the instrumentality of Internet intermediaries in advancing public policy objectives. This can be explained by digital platforms’ essential role with regard to the circulation of information online, as well as by the inescapable need for any regulatory framework to involve platform in the implementation process, in order to be effective. However, as illustrated below, the varying mechanisms by which such involvement is established are typically lacking in the definition of limits to the platforms’ discretion, thus failing to secure due respect for the fundamental rights of the individuals who bear the consequences.

Three prominent examples of this tendency are: (i) the use of injunctions against (innocent) intermediaries to remove illegal content from their properties; (ii) the entrustment of data controllers with the delisting of specific information, implementing the so called “right to be forgotten”; and (iii) the enlisting of a selected number of ICT companies for the countering of “illegal hate speech”. These examples vividly illustrate that the tasks assigned to digital platforms as private executors of regulatory objectives can morph into private law-making and adjudication, where platforms not only choose the means of implementation of the delegated functions, but also substantially take part in the definition and interpretation of the rights and obligations of their users.

2.3.1 Injunctions against Innocent Third Parties

The first example concerns a possibility that the European Union has explicitly established in its legislation concerning intellectual property enforcement. Indeed, according to Article 11 of the Intellectual Property Enforcement Directive of 2004, “Member States shall [...] ensure that rightholders are in a position to apply

for an injunction against intermediaries whose services are used by a third party to infringe an intellectual property right” (IPR). The interpretation of this provision as sufficient legal basis to trigger the intermediary’s duty to assist rightholders, even in the absence of liability, was confirmed in *L’Oreal v Ebay*[^45]. In this trademark-related case, which involved the online marketplace eBay, the European Court of Justice also clarified that such injunctions may entail the prevention of future infringements of the same kind[^46]. Worryingly, the Court did not specify what would constitute an infringement of that “kind”; nor did it indicate what specific types of measures that can be imposed through such injunctions[^47]. However, it provided an admonition to EU Member States that such measures must strike a “fair balance” between on the one hand, the right to intellectual property and the right to an effective remedy for the IPR holder, and on the other hand, the intermediary’s freedom to conduct business and the end users’ right to personal data protection, privacy and freedom of expression[^48].

In a later case, the Court provided further details on the meaning of this admonition with regard to injunctions imposing website blocking. Conspicuously, such measures shall “at least partially prevent and seriously discourage the access to a targeted website”[^49] but without leading to unbearable sacrifices for the intermediary in question[^50] and without “unnecessarily depriv[ing] Internet users of the possibility of lawfully accessing the information available”[^51]. It also established that any such measures must give the court dealing with enforcement proceedings a possibility to assess their degree of reasonableness; and must provide a possibility for Internet users to assert their rights before a court once the implementing measures taken by the Internet

[^46]: Para. 144.
[^47]: The Court only provided two examples: the suspension of the infringer, and measures that make it easier to identify customers who are operating in the course of trade. See paras. 141-142.
[^48]: Para. 143.
[^50]: Para. 62.
[^51]: Para. 63.
service provider are known. Despite these important caveats, it cannot be neglected that the answers to a number of crucial questions for the effectiveness of fundamental rights protection remain subject to the discretion of the platform – or any other intermediary - implementing the measure.

This is especially problematic considering that the CJEU admitted the possibility for courts to issue injunctions imposing an “obligation of result”, as opposed to an obligation to adhere to a prescribed course of conduct (“obligation of conduct”). In practice, such injunctions to obtain a particular result entail a choice between an ample range of measures with different relative impact on fundamental rights. Letting aside doubts about the suitability of such cost-benefit analysis to determining the scope of protection of fundamental rights, it is evident that economic incentives directly impact the effectiveness of protection afforded to individuals. Intermediaries are naturally inclined to err in favour of more restrictive measures, rather than to try and devise more elaborate and costly solutions that accurately balance conflicting rights: restricting access to content exhaust the demands of copyright holders, while affected subjects would need to file a separate claim in order to mitigate its adverse effects.

The trend of granting injunctive relief against innocent third party should not be considered as a European specialty and can also be noticed in other jurisdictions, notably the United States, where a number of orders have been issued requiring domain name registries, Internet service providers, payment intermediaries, search engines and social media to prevent the accessibility of infringing websites. More recently, the trend was also embraced for the first time by the Canadian Supreme Court in Google v Equustek. Affirming the lower court’s opinion that imposed

---

52 Para. 57.
53 Id.
Google to delist certain trademark-infringing websites on a worldwide level, the Canadian Supreme Court found it justified to do so on the basis of its equitable jurisdiction, which among other things allows the issuing of orders against non-parties that facilitate the commission of wrongdoing\textsuperscript{57}. Crucially, the Court found “unpersuasive” Google’s argument that the order clashes with the right to freedom of expression recognised in other countries, requiring it instead to prove in separate proceedings that any such conflict has actually arisen.

### 2.3.2 The Right to Be Forgotten and the Rise of Private Remedy Mechanisms

A second example of delegation concerns the implementation of the so called “right to be forgotten” defined by the CJEU in the Google Spain case\textsuperscript{58}. In that case, the Court affirmed the existence of the right of all individuals to obtain erasure of their personal data from the results of search engines prompted by a search for their name, whenever such information is “inadequate, irrelevant or no longer relevant, or excessive.” While the judgment has been primarily criticised for its insufficient consideration of freedom of expression, the most striking implication for our purposes is that it leaves the responsibility of implementing the aforementioned right in the hands of a private entity. Although the result of the private pondering between the accessibility and the elimination of the from the search results under an individual’s name may be subsequently appealed by that data subject to the relevant data protection authority, we should stress that this mechanism creates not only one, but potentially multiple regimes of private governance running in parallel to (and possibly afoul of) the domestic legal systems.

Shortly after the ruling, all three major search engines in Europe (Google, Microsoft Bing and Yahoo) acted as \textit{de facto} regulators creating a specific web form that enables users to provide the

---

\textsuperscript{57} Para. 31.

\textsuperscript{58} Case C-131/12, Google Spain SL, Google Inc. v Agencia Española de Protección de Datos, Mario Costeja González, ECLI:EU:C:2014:317. For a more in-depth analysis, see Zingales and Janczuck (2017).
relevant information that should be delisted\textsuperscript{59}, each with their own different requirements. For example, while Google and Yahoo provide a blank space in the form for individuals to explain how the page relates to the data subject and why its content is “unlawful, inaccurate, or outdated”,\textsuperscript{60} while Microsoft Bing poses a number of additional questions.\textsuperscript{61}

Furthermore, although these companies have not yet released any criteria they use to adjudicate conflicting rights, it is likely that significant divergence arises as a result of the open-ended character of the guidelines provided by the Article 29 Working Party\textsuperscript{62}. The lack of prescriptions detailing the implementation of those guidelines in accordance with national freedom of expression standards, granting these entities wide discretion in the implementation of the right, is problematic for at least two reasons. First, search engines are not public courts, and thus employees tasked with making these determinations will not have the same competence and standards of professional ethics and independence that bind members of the judiciary\textsuperscript{63}. The fact that the relevant DPA and a court may be asked to review such determinations is not sufficient to overcome this concern, as such requests are unlikely to be systematic, and can only be made by the affected data subject (not by the individual or entity who has produced the content whose accessibility is in question). Second,

\begin{itemize}
\item According to press coverage, Google made its form available in June 2014, and Microsoft in July of the same year. It is less clear when the form first appeared on Yahoo!, although it was reported to be already in place on December 1st, 2014. See Schechner (2014); and Griffin (2014).
\item For Google, see [https://www.google.com/webmasters/tools/legal-removal-request?complaint_type=rtbf&visit_id=1-636297647135257433-1626206613&rd=1] [accessed 31 October 2017]; for Yahoo, see [goo.gl/3qUdT6] [accessed 31 October 2017].
\item See [https://www.bing.com/webmaster/tools/eu-privacy-request] [accessed 31 October 2017]. Specifically, claimants must indicate (1) whether they (and presumably anyone on behalf of whom the application is made) are public figures; and (2) whether they have or expect to have a role in the local community or more broadly that involves leadership, trust or safety. Furthermore, claimants are asked to qualify the information that Bing is requested to “block” as (a) inaccurate or false; (b) incomplete or inadequate; (c) out-of-date or no longer relevant; or (d) excessive or otherwise inappropriate. They are also invited to indicate why their “privacy interest” should outweigh the public’s interest in free expression and the free availability of information. Last, but not least, they are given the opportunity to upload supporting documentation.
\item Haber (2016).
\end{itemize}
the nature and depth of balancing users’ fundamental rights may be affected by the economic incentives and the interest of those entities to conduct their business in the most efficient and lucrative fashion. For instance, it is clear that a very probing inquiry into the circumstances of each case would impose serious costs on the search engine. Similarly, it runs against the incentives of search engines operators to publish a detailed list of their criteria for decision-making, as the availability of such criteria would make users’ claims more sophisticated and more complex to decide. Under these conditions, as a result of the concerns for transparency of the criteria and fairness over their substantive standards, the role of online platforms in giving effect to individual rights becomes at least questionable.

2.3.3 Countering of Illegal Hate Speech

Our third example of public functions delegation relates to the agreement defined by the European Commission in conjunction with Facebook, Microsoft, Twitter and YouTube, with the aim of adopting a specific code of conduct on “countering the spread of illegal hate speech online.”64 Above all, the code of conduct requires such companies to have in place “Rules or Community Guidelines clarifying that they prohibit the promotion of incitement to violence and hateful conduct,” and “clear and effective processes to review notifications regarding illegal hate speech on their services so they can remove or disable access to such content”, in the majority of cases in less than 24 hours since the reception of a valid notification. It also demands companies to “raise awareness” about their rules and procedures with users and Member States’ designated national contact points, and encourages the provision of notice and flagging mechanisms to tackle hate speech with the help of experts from civil society organisations through the creation of a group of “trusted reporters”. On its part, the European Commission commits, in coordination with Member States, to promote adherence to the Code to other relevant platforms and social media companies, thereby setting the conditions for this

to serve as a basis for promoting greater protection against hate speech in the sector.

As pointed out by Article 19, there are significant problems of overbreadth with the definition of “hate speech” provided by the Code, which derives from the Commission’s Framework Decision on Combating Certain Forms and Expressions of Racism and Xenophobia by Means of Criminal Law. Notably, the code of conducts presents an overbroad focus on “incitement to hatred” (as opposed to the ICCPR’s “incitement to discrimination, hostility and violence”), a lack of reference to the intent of the speaker and an unspecified threshold of seriousness for the forms of racism and xenophobia to be considered as illegal. Furthermore, as noted by EDRI, the Code effectively creates a framework for privatised law-enforcement by enabling the above-mentioned companies to come up with an own definition of “hate speech” in their rules and to community guidelines, and review removal requests against those rules and guidelines. Finally, there are concrete problems of oversight in the application of the Code, given that there is no direct reporting from the companies adhering to the code, but only “testing” of the reactions received by organisations that volunteered to submit notices in different Member States. As a result of these tests, the review of the practices of these companies one year after the enactment of the Code revealed deficiencies in feedback provided to users submitting notification, corroborating the picture that companies enjoy a large amount of discretion both in the definition of offenses and in enforcement of those prohibitions.

Interestingly, the Commission has also of recent facilitated the adoption of a Common Position of national authorities within the Consumer Protection Cooperation network concerning the
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65 Article 19 (2016).
66 Id., pp. 7-8.
67 McNamee (2016).
protection of consumers on social networks, which seemingly takes issues with the framework created by the Commission through the Code of Conduct. Lamenting the “general and unspecified” nature of the criteria used by social networking platforms to refuse to display or remove content, the Position explains that contract clauses granting “unlimited and discretionary power” without identifying sufficient criteria for the suitability of user-generated content are illegal under consumer law, as they create a significant imbalance vis à vis consumers. In addition, the Position proposes the establishment of a standardised communication format between social media and consumer protection authorities including, in the case of requests for removal, information of the action taken and, if no action is taken, the legal and factual reasons for that. While this Position constitutes a significant step towards greater accountability of social networking platforms for their removals and a model exportable to other types of digital platforms, it still does little to fix the problems originated by the vaguely worded delegation that we have described in this Section.

2.4 YouTube and iRegulate

In this Section, we consider a more specific example with regard to content regulation. Specifically, we analyse how YouTube shapes copyright through its own ToS, which are based on US copyright law, thus creating a hybrid public-private regime that is entirely privately implemented. The case of the content industry is particularly interesting, because few are the relations that are not intermediated by a third party and therefore, there is ample margin for platform action. To reach a user, the work created by an author must be fixed in some media – be it physical or digital – and subsequently distributed. In the content industry of the 20th century, these activities were typically performed by intermediaries such as big record companies, publishers and producers. These actors have been remarkably impacted by the popularisation of ICTs and by the digitisation of information. However, although digital technologies have completely changed...

---

the industry settings, such impact has not resulted in the extinction of the aforementioned intermediaries, as many thought at the end of the last century.\(^7\) Indeed, differently from what was originally expected, the mid-2000s witnessed the emergence of streaming platforms, shifting intermediation towards the offering of content as a service, rather than as a product.

The historical reality of content industries shows that several actors who were relevant in the past still retain their importance. Although the configurations have changed, the power relations have been maintained as old intermediaries have adapted to the current scenario and big copyright holders continue to influence how copyrighted works can be reproduced and distributed. What is different now is the emergence of a new breed of actors in the content industries: the digital distribution platforms. These platforms can be characterised by their private governance, consisting in privately defined rules along with the provision of an infrastructure designed to allow only the authorised interactions between the involved actors\(^7\). Their business models depend on the use of information and communication technologies to connect people, organisations and resources, inside ecosystems where value is generated and goods and services are exchanged. Ultimately, the goal of digital distribution platforms is to foster the establishment of agreements between their users and facilitate any type of exchange that can generate value from the distributed material.

Among these digital platforms, one of the most notable is certainly YouTube. Created in 2005 and acquired by Google just over a year later, YouTube is by far the biggest online video streaming platform in the world, with – according to its own website\(^7\) – over a billion users, which would mean almost one-third of all Internet users. The website also states that, in the US, the platform reaches more people between 18 and 49 years old than any cable TV. YouTube has been influencing content consumption in such

\(^7\) In this sense, see Parker, Alstyne & Choudary (2016); Evans and Schmalensee (2016); Moazed & Johnson (2016).

\(^7\) Rochet & Tirole (2003).

\(^7\) See ‘YouTube in numbers’ <https://www.youtube.com/intl/en-GB/yt/about/press/> [accessed 31 October 2017].
a way that it cannot be perceived as a mere channel between creators and consumers. As a cultural-industry intermediary, Youtube implements its own content governance technologies and imposes on its users the US Digital Millennium Copyright Act (DMCA), a legal regime that should only apply to US users – not users in any country in which a video is watched or uploaded.

YouTube’s private copyright protection is enforced through two mechanisms: copyright takedowns and the Content ID system. The copyright takedown mechanism works in accordance with the DMCA. US copyright law determines that online hosting providers shall not be liable for copyright infringement if they do not have actual knowledge of the infringing material on its system, and have designated a DMCA agent to receive notifications of allegedly illegal content. Once received a notice, the online service provider wishing to escape potential liability must expeditiously take that content down. Only subsequently can the content uploader file a counter-notice, in which case Youtube shall make that content available after 10 to 14 days, unless the original claimant demonstrates to have filed an order in court against the alleged infringer.

As is well known, YouTube is a video-sharing platform which also offers users the ability to create their own channels, where they can stream or simply share with followers their own videos. Any person who believes their copyright-protected work was posted in a channel without authorisation may submit an infringement notice through a dedicated web form. YouTube will remove the allegedly infringing video and the owner of the channel that uploaded it will receive a “copyright strike”. According to YouTube’s privately established procedure, if a channel receives three copyright strikes, its owner’s account will be terminated, all their videos will be removed – importantly, even the ones that were not infringing any rights – and the user will not be able to create new accounts. After being notified that the infringing video has been struck, the owner has three possible courses of
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74 See ‘Submit a Copyright takedown notice’ <https://support.google.com/youtube/answer/2807622?hl=en&ref_topic=2778544> [accessed 31 October 2017].
action. First, the notified user can decide to wait for the strike to be removed after 90 days, subject to the condition that the user attends YouTube’s “Copyright School.” This means that the owner must watch an animated video explaining the functioning of copyright and answer 4 true-or-false questions about the topic to verify the content has been understood correctly.

Despite its friendliness and humour – the Copyright School video consist in a Happy Tree Friends short animation – the video has a strong message about the dangers of using copyright protected materials without authorisation, alerting the audience that infringing copyright can result in economic loss. Even though there is a short mention to the existence of fair use and similar provisions in the US and other countries jurisdictions, the video is emphatic in saying that any misuse or false allegations can result in a court case. The underlying message is to always use original content, despite the fact that the use of third-party content may be legally legitimate in several cases. The second possible action is to contact directly the person who triggered the strike and ask this person to retract the claim, while the third option for the recipient of a strike is to submit a counter-notice through an ad hoc web form. YouTube then forwards the counter-notice to the original claimant, who has 10 days to show proof that he or she has initiated a court action aimed at keeping the content down. Failing that, the platform will put the video back online.

The Content ID System is a more sophisticated tool. Since 2007, in order to legitimise itself as a reliable and law-abiding platform and to consolidate its position as a mainstream distribution medium, YouTube created a new system of digital identification, which can

---


76 The US Copyright Office defines fair use as the legal doctrine that promotes freedom of expression by permitting the unlicensed use of copyright-protected works in certain circumstances. Section 107 of the US Copyright Act provides the statutory framework for determining whether something is a fair use and identifies certain types of uses—such as criticism, comment, news reporting, teaching, scholarship, and research—as examples of activities that may qualify as fair use. See more at https://www.copyright.gov/fair-use/more-info.html [accessed 31 October 2017].

77 See YouTube’s ‘Copyright School’ https://www.youtube.com/copyright_school [accessed 31 October 2017].

identify copyright protected materials. The system is based on the premise that any video has unique attributes that allows identification of the material even from within a short clip. In this system, any copyright holder can establish a partnership with YouTube, where it uploads its protected material and allows it to become part of a reference database. YouTube can then automatically detect the use of that material in other videos. When the copyright holder establishes this type of partnership, three different actions become available to manage any further material that matches with the uploaded one. The copyright holder can decide to block a whole video from being viewed; to mute a video that contains the copyright protected music; to monetise the video by running ads against it – potentially opting for sharing the revenue with the user that uploaded the material –; and to simply track the video’s statistics. This gives record companies the ability to automatically monetise a mashup video that uses even a fraction of one of their owned material, or simply block that content.

In fact, much like in the case of the notice and takedown procedure implemented by YouTube, the biggest problem with the Content ID system is that it does not require the consideration of fair use provisions by copyright holders submitting a claim. Even though the system allows for a Content ID claim dispute, the rights holder may disagree with the uploader’s reasoning and request the removal of their video– which means that the potentially “fair” user will end up receiving a copyright strike. Recently, YouTube changed its Content ID policy in order to assuage at least part of these concerns. The main innovation is it will hold advertisement revenues associated with any video in a Content ID dispute, to then disburse the funds to the winning party only once the claim is resolved. However, this is far from solving the problem of overbroad takedowns documented by Urban, Karagnis, Schoefield (2017).


81 Note that this is in direct conflict with the Ninth Circuit’s ruling in Lenz v Universal, which held that §512(c)(3)(A) (v) requires the consideration of fair use before the issuing of takedown requests. See Lenz v. Universal Music Corp., 801 F.3d 1126 (2015).

82 See Goodmann (2016).
Systems like Content ID and copyright strikes are implementations of a private right-management regime embodying a “DMCA-plus” approach – i.e., voluntary, above-and-beyond enforcement measures that are undertaken by intermediaries whose compliance obligations are defined by DMCA safe harbours clauses. Such regimes should not be valid outside of the US but are privately implemented by globally accessible digital platforms. This observation serves to relativise the idea that YouTube is a “global” platform, for in fact its private regulation is based on a very specific American law. Indeed, YouTube’s private regulation rarely ensures respect of exceptions and limitations recognized in international copyright regimes and implemented in legislation other than US law. As discussed, although YouTube provides the possibility of a dispute between users – allowing the user that had its content blocked to defend him or herself – the mode of resolution of the conflict and the continue availability of the disputed content are at the mercy of the copyright holder. In the end, through its architecture and ToS, the platform takes a clear choice of reinforcing the imbalance of power between big copyright holders and those small independent creators who depend on YouTube to make and distribute their content.

2.4 Conclusions

The examples discussed above seem to corroborate our initial hypothesis, i.e. that the advent of the Internet environment has prompted parallel consolidation of power in the hands of private intermediaries, demonstrating an increasing tendency towards the privatisation of traditionally public functions. In some instances, this tendency is the result of a specific choice taken by policymakers or courts, obliging platforms to implement appropriate responses and mechanisms to avoid liability or to give force to a decision (as in the cases of injunctions against innocent third parties and the implementation of Google Spain). In another scenario, the choice to define specific rules or to utilise specific national frameworks globally is “voluntarily”
made (with different degrees of regulatory influence) by the specific platform, as shown in the implementation of the code of conduct on hate speech and in YouTube’s approach to copyright exceptions and limitations. These examples illustrate that the lack of adequate constraints to platform power generates collateral damages, such as insufficient commitment to fundamental rights protection and distortion of competition in the market.

Digital platforms have become essential to allow individuals fully enjoy many of their fundamental rights, such as the right to educate themselves, their right to privacy and their freedom of communication and of information. In this sense, in light of the fact that social interactions increasingly depend on digital platforms, it is simply unacceptable for States to throw their hands up and let platform define the content, scope and limitations of fundamental rights without adequate constraints. More specifically, States cannot escape liability for violations of such rights occurring as a result of platform rules created in response to the incentives set up by the legal framework\textsuperscript{85}, be it for insufficient safeguards or for lack of regulatory intervention. International human rights law is quite clear in this respect, affirming not only “the positive obligations on States Parties to ensure human rights [and protect] individuals against acts committed by private persons or entities”\textsuperscript{86} but also that “the obligations of States to respect, protect and promote human rights include the oversight of private companies.”\textsuperscript{87}

There is a spectrum of responses that States can take to ensure appropriate protection of fundamental rights, ranging from “command and control” regulation to secondary liability regimes, co-regulation, and ultimately self-regulation: thus, the encouragement of platform responsibility through commitment and transparency mechanisms constitutes the least intrusive type of regulatory intervention. Choosing this end of the scale may be preferable in the absence of evident market failures, but can

\textsuperscript{85} Zingales (2014).
\textsuperscript{86} See UN Human Rights Committee (2004).
\textsuperscript{87} See CoE Recommendation CM/Rec (2014)6.
only be effective in conjunction with adequate State supervision designed to ensure the detection and remedy of such failures. Additionally, targeted efforts of promotion of a culture of human rights compliance in the corporate environment may be necessary to ensure that the impacts of platforms on individuals are taken into account at the level of management as well as by shareholders, highlighting the significance of monetary consequences of human rights violations, such as reputational losses and liability under domestically implemented human rights law.

This focus on platforms' self-awareness and acceptance of their own responsibility to respect human rights is in line with the increased recognition of corporations as responsible entities for the upholding of the values of International human rights law, and should imply at a minimum that platforms do not merely devise the most cost-efficient solutions to conflicts between users, but rather strive to ensure effective protection of fundamental rights. States should remain vigilant that this does not remain an aspiration of principle, ensuring that it be given concrete effect through platforms' policies and ToS.
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