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Abstract

Recent models of economic voting assume that citizens can discount exogenous factors when assessing governments’ economic performance. Yet there is evidence that Latin American voters do not behave in such way, and attribute to presidents outcomes that are beyond their control. This paper presents three survey experiments designed to explore mechanisms that could potentially correct such misattribution, and therefore contribute to debiasing individual behavior towards government evaluation. Our results provide individual-level evidence of the misattribution found in aggregate studies of electorate behavior, and reinforce psychologists’ skepticism towards prospects of mental decontamination, as we found very scant evidence that providing information, raising awareness, or increasing motivation to correct biases influenced individuals’ evaluation of presidents’ performance.

There is reasonable scholarly consensus that the economic vote can work as a mechanism of democratic accountability, as long as voters are capable of correctly assigning responsibility for economic performance. With economies progressively more integrated, this presupposes recognizing and discounting factors that influence economic outcomes but are beyond governments’ responsibility. According to most recent theories, one way that voters develop this capacity is by observing their country’s economic performance over time, and comparing it to other countries that experience common cycles (Duch & Stevenson 2008). Relative performance works, in that sense, as a proxy for government’s competence.

Numerous studies, most of them in OECD countries, suggest that voters actually behave in accordance with these expectations. Duch & Stevenson (2008) show that economic voting is less likely to occur in small open European economies, in which voters perceive governments as limited in their capacity to influence domestic economic outcomes. Along the same lines, Kayser & Peress (2012) show that voters punish and reward governments based on their country’s relative economic
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performance. Based on data from the U.K., they contend that the media may play an important role in this process. Hellwig & Samuels (2007) find that greater economic integration weakens economic voting in a large sample of countries, and Ebeid & Rodden (2005) demonstrated that the connection between macroeconomic performance and incumbent governor success is weak in states in the U.S. whose economy is based on natural resources and farming, but strong elsewhere in the country.

Yet recent research has challenged these findings. In Latin America, for example, Campello & Zucco Jr. (2015) demonstrate that voters reward presidents that rule under high commodity prices and low U.S. interest rates, and punish those who govern in an opposite scenario, even though these factors are unequivocally exogenous to policymaking. The authors conjecture that low exposure to information about global outcomes — associated with a tradition of inward-looking development strategies, relatively low economic and political integration and limited access to media — might explain Latin American’s tendency to misattribute economic outcomes caused by exogenous shocks, and therefore to overestimate the impact of government policies. Still, the exact mechanisms that explain voters’ incapacity to discount “chance” — a crucial element to understand voting behavior and democratic accountability — have yet to be established.

In this paper, we build on the psychology literature on misattribution and mental contamination (Wilson & Brekke 1994) to design three experimental debiasing studies, which are aimed at identifying whether voters’ behavior can be credited to lack of information or to mental contamination. The first and second studies focus on lack of information as an explanation for voters’ misattribution; we presume that, if voters attribute chance to competence simply because they do not have access to information that allows them to appropriately assign responsibility for economic performance, once this information is available they will be able to correct their misattribution.

In the first study, we prime respondents with (positive and negative) information about their country’s relative economic performance, and observe whether this affects their assessment of government competence relative to a control group. The second study follows the same rationale, but leverages on the fact that some countries in Latin America are largely dependent on exports of a single commodity. Rather than relative performance, thus, we prime respondents with information about commodity price fluctuations, and observe whether this influences their evaluation of
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1 Alcañiz & Hellwig (2011) also show that, even though economic integration is associated with an increased propensity to blame non-elected agents for economic performance, government policies are still largely perceived as the most important determinant of economic outcomes in the region.

2 Wilson & Brekke define mental contamination as the process whereby a person has an unwanted response because of mental processing that is unconscious or uncontrollable. Here, we propose that attributing chance to competence is an unconscious unwanted response, in the sense that it is inaccurate and distorts the incentives for good policymaking. For that reason, we suppose that voters would not choose to act in such way once they were made conscious of their bias. Our strategy is to verify whether debiasing happens once voters are provided with the relevant information, or made conscious of their mental contamination.
presidents’ competence relative to a control group. Finally, the third study focuses on individuals’ cognitive process; we want to know whether, rather than lack of information, misattribution occurs due to mental contamination. We rely on recent studies in psychology to examine whether making respondents aware of a potential misattribution bias, indicating the direction of the bias, and motivating them to fix this bias prompts individuals to correct their misattribution. In our analyses, this means to discount the impact of exogenous shocks when assessing government competence.

We conduct Study #1 in Brazil and Studies #2 and #3 in both Chile and Ecuador, economies heavily dependent on a single commodity — copper and oil, respectively. Our results at the individual level are compatible with Campello & Zucco Jr.’s (2015) findings at the macro-level, as there is very scant evidence that any of our manipulations induce discounting exogenous factors when assessing their government’s performance. Neither information about the bias, nor awareness of it or motivation to correct seem to affect respondents’ evaluations. This is, in principle, coherent with psychologists’ recent findings that, once biases are formed, they are very unlikely to change. If so, a promising venue for future research lies in exploring whether respondents are able to discount “chance” in settings in which they do not have any prior about government competence.

This paper is organized as follows. The next section reviews political science research on attribution of responsibility for economic performance, and in the subsequent one we examine the problem from the standpoint of psychological theories of mental contamination. The following three sections report each of the experimental studies, and the final section discusses tentative conclusions and explores potential venues for advancing this research.

1 Misattribution of Responsibility for Economic Performance

Voters’ capacity to evaluate and sanction elected politicians is a central topic in the study of democracy. This debate has been traditionally anchored on two conflicting perspectives. The Michigan school, on the one hand, asserts voters’ lack of both knowledge about political issues and coherent ideological structure (Campbell, Converse, Miller & Stokes 1960, Converse 1969). In contrast, the retrospective voting literature (Ferejohn 1986, Fearon 1999, Torsten, Roland & Tabellini 1997, Canes-Wrone, Herron & Shotts 2001) posits that, by using information at hand and shortcuts from like-minded citizens and parties, voters are capable of sanctioning and selecting the most competent and honest leaders. As Healy & Malhotra (2013) point out, recent research suggests real voters occupy a “middle ground” where they sometimes, but not always, make mistakes when observing economic outcomes, assigning responsibility for them, and deciding to punish or reward incumbents accordingly. Arguably, these mistakes only matter as long as they distort the incentives for good policymaking.
In this context, scholarly work has progressively focused on establishing the conditions under which the economic vote can actually work as a mechanism for improving democratic accountability. Along these lines, the literature on clarity of responsibility proposes that economic voting is more likely to promote accountability the more citizens can identify the party responsible for economic conditions (Powell & Whitten 1993). In the particular case of presidential systems, scholars have explored how electoral laws (Benton 2005) and separation of powers (Samuels 2004, Johnson & Schwindt-Bayer 2009) affect voter’s capacity to attribute responsibility and hold politicians accountable, and have concluded that the presidency is the arena where the economic vote most often manifests in the region (Samuels 2004).

Increasing levels of economic internationalization motivated another strand of the literature to investigate the conditions that allow voters to punish and reward governments exclusively for economic outcomes they can control or influence. For this to happen, voters should able to identify (and discount) exogenous components of their country’s economic performance. Alesina & Rosenthal (1995) offered a theoretical foundation for this process by modeling economic growth as a function of a natural rate plus unanticipated shocks that are caused either by incumbents’ competence or by an exogenous element. In this model, voters cannot directly identify the components of economic shocks but, by discounting the variance of these shocks, they can correctly assess incumbent competence.

Duch & Stevenson (2008) elaborated on this model by stressing that both elected and non-elected decision makers influence the domestic economy. The voters’ conundrum, thus, is to identify and separate competence shocks — those associated with elected officials — from everything else that can be considered exogenous shocks. In countries where non-elected decision makers have relatively large influence over economic outcomes, the observed variance of exogenous shocks is substantially larger than that of competency shocks. In these settings, voters should not evaluate their governments based on the state of the economy, a proposition that finds support in a sample of European countries. Yet whereas Alesina & Rosenthal assume that voters know the distribution of exogenous shocks, Duch & Stevenson stress that they learn it by “observing global economic outcomes” (p.150). This means that, even when the competence shock is substantial, voters can only extract the information necessary to reward or punish leaders by making a relative assessment of their country’s economic performance.

The logic that relatively large economic shocks weaken the economic vote finds echo in the results of several other recent studies. Hellwig & Samuels (2007), for instance, find that greater exposure to trade and capital flows decreases economic voting in a large sample of countries. Alcañiz & Hellwig (2011) show that economic integration is also associated with an increase propensity to
blame non-elected agents (such as the IMF) for economic performance in Latin America. Ebeid & Rodden (2005) demonstrated that the connection between macroeconomic performance and incumbent governor success is weak in states in the U.S. whose economy is based on natural resources and farming, but strong elsewhere in the country. Finally, Kayser & Peress (2012), show that voters punish and reward governments mostly based on their country’s relative economic performance, which works as a proxy for government competence. Based on data from the U.K., Kayser & Peress further contend that the media may play an important role in enabling this process.

Nevertheless, the same rationale that explains Europeans’ capacity to assess relative performance suggests that voters not exposed to the same levels of economic integration, and therefore to information about global economic outcomes, should be less capable of discounting exogenous shocks. In such a context, voters will overestimate the impact of policymaking on economic outcomes, punishing and rewarding incumbents for factors they can not control. In South America, for example, where economies are heavily reliant on commodity exports and on foreign savings, Campello & Zucco Jr. (2015) have shown that presidents that govern in periods of high commodity prices and low U.S. interest rates are far more popular and successful in electing their successors than those that preside under opposite conditions. Considering that neither factor falls under executives’ control, this evidence reveals the occurrence of misattribution, and that voters’ assessment of government competence are biased. These results are similar of those reported by Leigh (2009) in a sample of 268 countries, in which citizens are shown to vote according to absolute, not relative economic performance.

Campello & Zucco Jr. conjectured that voters’ misattribution might result from insufficient information. Due to the prevalence of inward-looking developing models during much of the 20th century, very limited levels of economic or political integration, and citizens’ low access to media, voters might not have enough information to benchmark their country’ economic performance and, for that reason, they overestimate the impact of policymaking. Yet this is one out of many possibilities.

Scholarly work has documented numerous instances in which irrelevant events seemed to have a substantial impact on voters’ support for the government. In an influential article Achen & Bartels (2006) show that Americans are less likely to vote for incumbent governors in the aftermath of
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3Average circulation of daily newspapers in the region is only about 54 per 1,000 people, compared to 289 in the United Kingdom, 267 in Germany, and 313 in the Netherlands (Total average circulation per 1,000 inhabitants, UIS Data Centre and UNESCO Institute for Statistics, available at [http://data.un.org/]). Internet usage in Latin American countries stands, on average, at 48% of the population whereas in the European Union this figure is at 75%, and reaches 90% in some Western European countries (Internet users per 100 inhabitants, World Development Indicators, available at [http://databank.worldbank.org]).
events like shark attacks and droughts, completely unrelated to policymaking. Gasper & Reeves (2011) and Cole, Healy & Werker (2012) also document voters’ punishment of incumbents after severe weather damage in the U.S. and in India, respectively. Similar results were also obtained in experimental settings Huber, Hill & Lenz (2012).

Healy, Malhotra & Mo (2010) also report the effect of irrelevant events on voting behaviour; they show that a win in local college football games before election day increases the vote for the incumbent in Senate, gubernatorial, and presidential elections, with the effect being larger for teams with stronger fan support. Their design is particularly compelling as, contrary to natural disasters, no government action would be expected in response to game outcomes and the public would almost certainly not relate them to incumbent performance. In a second experiment, Healy, Malhotra & Mo (2010) go a step further to examine mechanisms that could contribute to voters’ debiasing. Based on Schwarz & Clore’s (1983) findings that the effect of externally-induced mood on political judgments can be eliminated when subjects are explicitly exposed to the irrelevant information, they prime respondents into thinking about the results of the games before asking them about support for the government, and find that the treatment reduces the impact of wins on support for the government.

Our case is in many ways comparable to those mentioned above. Even though the effects of exogenous shocks on the economy are harder to disentangle, or discount, than the well-being effects of college games or shark attacks, they are arguably similarly unrelated to incumbent competence. Conceiving voters’ attitude of not discounting exogenous factors as a specific case of misattribution allows us to tap into a vast body of scholarly work in psychology that has examined sources and possible solutions to cognitive biases, which we discuss in the next section.

2 Correcting Misattribution

Wilson & Brekke (1994), in a comprehensive categorization of the literature on cognitive biases, distinguish those that arise from not knowing or not applying some established inferential rule from those that arise from “mental contamination,” a situation in which a person ends up with an “unwanted judgement, emotion, or behavior because of mental processing that is unconscious or uncontrollable” (p.119).

The first type of bias can be dealt with by providing information about the rule that should apply to the situation at hand. Granted, simply knowing the rule does not guarantee that it will be used correctly, but knowledge of the rule alone should reduce the incidence of misattribution. The second type of error, however, is harder to deal with because avoiding contamination implies clearing successive hurdles that are hardwired into the basic nature of our the cognitive system,
namely one needs to be aware of the “unwanted mental processing,” motivated to correct the bias, aware of the direction and magnitude of the bias, and able to control the process that produces the response (i.e. it cannot be an unconscious process). Because all hurdles need to be cleared in order to avoid misattribution, studies that attempted to debias participants’ judgements have arrived at contradictory results. In the words of the authors,

Some studies have shown that an increase of people’s awareness eliminates mental contamination; some have found that awareness causes people to adjust insufficiently, leading to under correction; some have indicated that awareness causes people to adjust their responses too much, leading to overcorrection; and some have shown that awareness does not cause people to adjust their responses (Wilson & Brekke 1994, p. 130).

Overall, the authors express pessimism about people’s ability to avoid mental contamination: “due to lack of awareness of mental processes, the limitations of mental control, and the difficulty of detecting bias, it is often very difficult to avoid or undo mental contamination” (p.117).

In order to study misattribution of responsibility for economic performance, we interpret a lack of information about the actual connections between exogenous shocks and observed economic outcomes as a bias originating from not knowing or not applying some established inferential rule that could, in principle, be learnt and applied. In contrast, the urge to automatically attribute the current economic performance to the president even if one knows, in principle, that such attribution should not happen, is treated as a case of mental contamination, the second type of bias. As discussed above, exogenous fluctuations in export prices are as unrelated to government competence as college athletic results or droughts. Yet whereas any voter would agree that she should not chose incumbents based on the weather or on game wins, the reasons not to support a government that reigns over a good economy (or to support one that leads during a crisis) might not be as self-evident. Even if one realizes that some share of economic outcomes is caused by factors beyond governments’ control, how relevant this share is, how to discount it, and even whether discounting is worth the effort, are much more complex processes than those required in the previous experiments. This is particularly true if, as Healy, Malhotra & Mo (2010) suggest, the “strong correlation between economic performance and the probability of incumbent reelection may be that voters’ general sense of well-being serves as a conduit between the state of the economy and electoral outcomes” [p.4].

Debiasing, from a cognitive stance, should therefore be harder in a setting in which respondents are expected to discount a factor that is highly influential on well-being but does not fall under
the control of the president (the price of oil or copper) when evaluating her job performance. And definitely much less likely to occur than what is implied by the mainstream economic voting literature.

In order to determine the micro foundations of Campello & Zucco Jr.’s (2015) macro results, we conducted what can be labeled as a series of “debiasing studies,” in which the goal is to eliminate misattribution in subjects’ reasoning. As Wilson & Brekke (1994) point out, debiasing studies are more likely to succeed when they help participants clear all the said hurdles. In other words, when “they make people aware of the unwanted processing, motivate people to resist it, when people are aware of the direction and magnitude of the bias and have sufficient control over their response to correct for it” (Wilson & Brekke 1994, p. 133). Additionally, it is easier to correct biases that arise from decisions subject to conscious mental processes. In our case, evaluating presidents’ job performance seems to be clearly within the realm of conscious information processing, and therefore we do not worry about it.

We designed our studies to examine the several possible mechanisms described above, which can be divided into informational and cognitive. Studies #1 and #2 deal with the informational side. The first study provided respondents with information (both positive and negative) about the relative economic performance of their country (Brazil). In the second study, we dealt not with relative performance, but with information about the behavior and impact of the most relevant export commodity to their country’s economy. Here we experimented with several bits of the causal chain. We informed people about the relevance of a commodity for the country’s economy (oil in Ecuador, copper in Chile), about recent changes in the price of the commodity, about how commodity prices are not under the president’s control, and, finally, by telling respondents explicitly that their country’s economy was hurt by the falling commodity prices.

Because we believe (and have some evidence to suggest) that our subjects in Study #2 already possessed the information concerning the behavior and impact of commodities information, we also explored, in Study #3, whether it was mental contamination, rather than insufficient information, that was driving the lack of discounting. Therefore, we experimented with manipulations that should help respondents clear the hurdles described in Wilson & Brekke (1994). In general, becoming aware of unwanted mental processing requires relatively strong and credible manipulations. We sought to make people aware of biases by telling subjects we were studying the impact of commodities, and by focusing their attention on the information that we assumed (and, in some condition checked) that they already possess, strategies previously adopted in Healy, Malhotra & Mo (2010) and Schwarz & Clore (1983). We also attempted to make them motivated to correct biases by telling respondents that most people fail to discount factors beyond presidents’ control.
when assessing government performance, and that experts agree that democracy works better when
these factors are discounted. This information provided people with the “direction” of the possible
bias and some cues about its magnitude. These manipulations were implemented cumulatively, as
psychological research suggests that all possible hurdles in the cognitive process (i.e. awareness,
motivation, direction) have to be cleared in order for debiasing to be possible.

3 Study #1: Information on Relative Performance

In this study, we examined whether providing information about a country’s economic performance
relative to peer countries affects the evaluation of the president. We fielded this experiment in
Brazil, embedded in two waves of the 2014 Brazilian Electoral Panel Study (BEPS), carried out
during the 2014 presidential electoral campaign.

3.1 Design of the Study

The study consisted of three simple experimental conditions, embedded at the end of a larger
survey. The outcome variable was respondents’ rating of President Dilma Rousseff’s performance
in managing the economy. Prior to answering this question, participants were randomly assigned
to one of the following three different conditions in which we manipulated relative information about
the country’s performance. Between the manipulation item and the outcome question, respondents
answered filler items about media attention.

- Control: No information about relative performance was provided
- Negative: Respondents were asked whether they knew that in the previous three years the
  Brazilian economy had grown less than the economies of countries “such as Argentina, Chile,
  and Mexico”
- Positive: Respondents were asked whether they knew that in the previous three years, the
  unemployment rate in Brazil had been lower than in countries “such as Argentina, Chile, and
  Mexico”

One obvious limitation of the study is the asymmetry between the type of information provided
in the positive and in the negative manipulation, as respondents might care more about growth than
unemployment (or vice-versa). However, there is no way one can provide truthful information, with

\[\text{The first wave of this survey was carried out with household interviews, in a nationally representative sample of} \]
\[\text{3,000 respondents. The follow-up waves interviewed subsets of this original sample over the phone.} \]
\[\text{Actual wording was: “Como o(a) Sr.(a) avalia o desempenho da Presidente Dilma no que diz respeito apenas à} \]
\[\text{política econômica do país? É ótimo, bom, regular, ruim ou pessimo?” (“How do you evaluate President Dilma’s} \]
\[\text{management of the economy? Is it very good, good, regular, bad or very bad?”)} \]
negative and positive content, and using the same indicator and the same countries as comparison. As we prioritised holding countries fixed, and using only truthful information, we were forced to vary the particular aspect of the economy used in positive and negative primings.

3.2 Sample Descriptives

The sample consisted of 1,203 of the more than 3,000 interviewees in the BEPS. Participants were first interviewed in-person in June of 2014 as part of the initial round of the BEPS. The initial wave also included the same question used as the outcome variable in the experimental survey. In mid-July and late-August, respondents were interviewed once again, this time over the phone, and were subject to the manipulation described above. A total of 397 respondents were assigned to the control condition, 403 to the negative condition, and 402 to the positive condition. Balance statistics are reported in the Appendix. There were no observed differences between those that were re-interviewed in the July and those that were re-interviewed in August.

3.3 Results

Figure reports both the between- and within-subjects results of the study. The effects of relative information are limited to the negative manipulation in the between-subjects analysis. The positive manipulation yielded no effect, and neither manipulation generated any effect in the within-subjects comparison.

Table makes these graphical results clearer. Regardless of whether we simplify the analysis by transforming the outcome variable to a linear five-point scale, or whether we employ an ordered logit approach, we find that the negative manipulation did yield significant effects on the assessment of the presidents job performance, while the positive manipulation did not. These effects, however, cannot be overstated. Although statistically significant, the negative between-subjects effect corresponds to less than 0.2 standard deviations of the dependent variable.
We also examined some heterogenous treatment effects, namely whether results held for partisans and non-partisans, and for respondents with different levels of political knowledge. Surprisingly, we found no effect of partisanship on the results, but found that for respondents with higher levels of political knowledge, both the positive and the negative manipulations had significant effects, on the expected direction, on voters’ assessment of the president. While we would have expected that the marginal effect of information should be larger for respondents with less a priori information, higher levels of information might very well be capturing greater sophistication (and capacity to process information). In this sense, the results suggest that more sophisticated voters would be more capable of correcting misattribution when provided with information. This, in turn, implies that the prospects for such correction in the Latin American context are meager. It is important to keep in mind, however, that randomization was not performed conditional on knowledge levels, which means the study was not designed to answer this question.
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6Political knowledge was assessed in the face-to-face wave of the BEPS, through factual questions about domestic and international politics. We produced a knowledge index based on the answers to these questions, used to various analyses embedded in the project.
4 Study #2: Information about Exogenous Shocks

In this study, we examined whether providing information about different aspects of the relationship between one country’s main export commodity and economic outcomes affects the evaluation of president’s performance. We fielded the experiment in Ecuador and Chile, two Latin American countries highly dependent on exports of a single commodity. Oil corresponds to 52% of Ecuador’s exports while copper amounts to 51% of Chilean exports. The price of both commodities has fallen over the past years, though the fall in oil prices has been more abrupt and concentrated in the last 12 months. The main difference between the two countries, however, is the fact that President Rafael Correa of Ecuador (still) has relatively high approval rates, while President of Chile Michelle Bachelet’s approval rates are lower. This might, in part, be driven by the relatively recent drop in oil prices, and also by the fact that substantial funds from China have propped up the Ecuadoran economy as oil prices have tumbled.

4.1 Design of the Study

We implemented a simple four-condition survey experiment in which we manipulated the information about the country’s main commodity that was provided to respondents. For all respondents, our very short survey started with four demographic questions, followed by an attention screener warning, and a question about their main source of political and economic information. The experimental items were then applied, and were followed by questions on party identification, education, and household items. All items in the experimental block, as well as the question immediately preceding it and the attention screener that followed were timed, to prevent respondents from searching for information on the internet prior to answering.

The experimental block, which was inserted roughly in the middle of the survey, included both our treatment manipulations and the main outcome question, which was the respondents’ evaluation of the job performance of the president. The following four manipulations were carried out:

A (Baseline control group) Respondents were asked about their assessment of the presidents job performance without receiving any other relevant information.

B Respondents were asked whether they had seen any news about the fact that Ecuador/Chile’s economy and government finances are hurt when oil/copper prices are low, and then asked about their evaluation of the presidents’ performance.

Overall, Ecuador’s export portfolio is more concentrated than Chile’s.
C Respondents were asked the same question as in B, and also whether they had seen any news about oil/copper prices having fallen by 50%/30% over the last year/few years.

D Respondents were asked the same questions as in C, and also whether they have seen any news about the fact that oil/copper prices are set in international markets and that the president has no influence over them.

In conditions A, B, and C, after respondents assessed the president’s performance they were asked about their opinions about the information items they had not seen. For instance, respondents in condition A were asked, after evaluating the president, what they thought had happened to oil/copper prices, whether low prices of oil/copper hurt or benefited the country’s economy, and the extent to which presidents could influence the prices of the relevant commodity. These are not experimental items per se, but are useful to assess the baseline levels of information in the sample. Throughout the text, we refer to these as “knowledge” questions.

The attention screener item we employed included a question header that was considerably longer than any other question in the survey. The first line suggested the question was about the media. The final line asked respondents the frequency with which they read or watched the news. The answer options ranged from rarely to daily, and were therefore typical of such a question. Buried in the middle of the question header, however, there was an instruction to ignore everything else, select the option “other” and type a specific value in text box beside it. This question was also timed, so as to not stand out relative to the timed questions that preceded it. These features, combined, make this a relatively demanding attention screener, as a respondent paying even moderate attention to the survey would likely be caught. The screener is further discussed in the appendix.

### 4.2 Sample Descriptives

We recruited subjects by posting ads in Facebook geared towards residents of Ecuador and Chile. These ads advertised the chance to win an iPad if respondents participated in a short survey. After clicking on the ads, participants were taken to the informed consent page of our survey, hosted by Qualtrics. Those that consented were taken to the main survey. Upon completion of the survey, respondents had the option to participate in the lottery by providing us with an email address. Email addresses were kept separate from responses to the survey, and no other identifying information was collected.

We fielded the Ecuador study between 2015-08-04 and 2015-08-17. In this report, we use the dataset downloaded from Qualtrics on 2015-08-19, which contained a total of 651 responses. After the final study in this series.
eliminating those that originated outside of Ecuador, under-age respondents, those that originated from repeat IP addresses, and those that dropped out prior to answering the outcome question, we were left with 542 responses. The median time to completion of these surveys was 4.2 minutes and 29.2% of respondents passed the attention screener. This share was lower than in previous experiences, probably because we set up a relatively demanding screener. The question was much longer than other questions, response to the question was timed, and the answer categories induced one to easily guess what the question was about. Although we report answers from the whole sample, we focus primarily on the sub-sample of respondents that passed the screener.

The informational study in Chile was fielded between 2015-08-13 and 2015-08-16, and data were downloaded from Qualtrics on 2015-08-16. After eliminating responses that originated outside of Chile, under-age respondents, those that originated from repeat IP addresses, and those that dropped out prior to answering the outcome question, we were left with 493 responses. Similarly to the Ecuador study, the median time to completion was 4.2 minutes and 27.8% of respondents passed the attention screener. Sample demographics and balance statistics are reported in the appendix.

4.3 Results

In both countries, we observed no treatment effects in the complete set of respondents. This is not entirely surprising as the medium we used certainly includes many “low quality” participants. We focus, therefore, solely on respondents that passed our relatively demanding attention screener.

Figure 2 describes the most basic results of the study that, as we describe in more detail in Table 2, are essentially unchanged with the inclusion of the control variables age, sex, whether the respondent identify with any party, whether the respondent has a family member living abroad, and a socioeconomic status index we constructed. Among high attention respondents in Ecuador there are some positive results. Those in condition B rated President Correa’s performance 0.34 higher (in a 5 point scale) than those in the control group, though this difference falls short of statistical significance (p-value=0.169 on a two-sided t-test). Respondents in C were more than half a point more favorable to the president, which amounts to non-negligible change of 0.48 standard deviations (p-value=0.022, which is lower than the target p-value at the 0.05 level adjusted for multiple comparisons). This suggest that the information added in condition B (low oil prices hurt the economy) and the information added in condition B (oil prices fell) together yielded significantly higher evaluations.

Surprisingly (for us), respondents in condition D did not rate the president higher than those in

---

9 In Chile, Study #2 and #3 (below) were fielded together, but we separate them here to streamline presentation.

10 More information about the control variables is provided in the balance statistics section of the Appendix.
Rafael Correa’s Job Evaluation

Very
Bad
Bad
Fair
Good

N=45
N=36
N=43
N=34

p−value
0.169
p−value
0.022
p−value
0.842

(a) Ecuador

Michelle Bachelet’s Job Evaluation

Very
Bad
Bad
Fair
Good

N=37
N=36
N=34
N=30

p−value
0.85
p−value
0.893
p−value
0.126

(b) Chile

Figure 2: Government Evaluation by Manipulation (Attentive Respondents)

Figures show results for high-attention respondents only. Results for the complete sample are shown in the appendix. Robust standard errors are shown, which are algebraically equivalent to p-values of t-tests of the differences in means between treatment groups and the control group (Samii & Aronow 2011).

the control group. This is intriguing because our manipulations were cumulative, so manipulation D included the two priming pieces of information in C, plus an additional one on how the president cannot affect commodity prices. It is possible, therefore, that highlighting that presidents lack power to control commodity prices generates a negative assessment of the president that counteracts the positive effect of previous manipulations. This suggests that the information in manipulation D was not read, as we expected, as an exonerating circumstance. This possibility, in fact, is further supported by the fact that in Chile, too, manipulation D yielded lower support for the president than previous manipulations.

In Chile no condition produced any effect. One possibility is that Chileans are better informed than Ecuadoreans and, therefore, information produces less of an effect. This interpretation, however, is not supported by answers given to the knowledge questions. Table 3 shows that, in both cases, knowledge was quite high for the questions about the recent behaviour of commodity prices, and the impact of oil/copper prices on each country’s economy, and even higher in Ecuador.

If any information were to have had a positive effect on government evaluation, it should have been precisely the one contained exclusively in manipulation D, as this was the only item for which about half of the respondents were mistaken. These respondents, in other words, thought that their presidents could have done something to influence commodity prices and improve the
Table 2: Treatment Effects (Study #2)

(a) Ecuador

<table>
<thead>
<tr>
<th></th>
<th>All Respondents</th>
<th>Attentive Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mod. 1</td>
<td>Mod. 2</td>
</tr>
<tr>
<td>A (average)</td>
<td>2.560</td>
<td>2.429</td>
</tr>
<tr>
<td>B</td>
<td>0.109</td>
<td>-0.016</td>
</tr>
<tr>
<td>p-value</td>
<td>0.510</td>
<td>0.121</td>
</tr>
<tr>
<td>C</td>
<td>0.121</td>
<td>0.015</td>
</tr>
<tr>
<td>p-value</td>
<td>0.454</td>
<td>0.087</td>
</tr>
<tr>
<td>D</td>
<td>0.586</td>
<td>0.657</td>
</tr>
<tr>
<td>Controls</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>542</td>
<td>452</td>
</tr>
<tr>
<td>Target p-val</td>
<td>0.049</td>
<td>0.046</td>
</tr>
</tbody>
</table>

(b) Chile

<table>
<thead>
<tr>
<th></th>
<th>All Respondents</th>
<th>Attentive Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mod. 1</td>
<td>Mod. 2</td>
</tr>
<tr>
<td>A (average)</td>
<td>1.289</td>
<td>1.176</td>
</tr>
<tr>
<td>B</td>
<td>0.090</td>
<td>0.077</td>
</tr>
<tr>
<td>p-value</td>
<td>0.511</td>
<td>0.017</td>
</tr>
<tr>
<td>C</td>
<td>0.097</td>
<td>0.817</td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>-0.007</td>
</tr>
<tr>
<td>D</td>
<td>-0.000</td>
<td>-0.007</td>
</tr>
<tr>
<td>Controls</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>493</td>
<td>444</td>
</tr>
<tr>
<td>Target p-val</td>
<td>0.034</td>
<td>0.037</td>
</tr>
</tbody>
</table>

Estimates for condition A are the average rating of the president in a 0-4 scale in the control group. All other estimates are differences between average values in each conditions and that of condition A. P-values are computed from robust standard errors. Target p-values are computed by simulation and indicate the threshold for significance at the 0.05 that accounts for the Family-Wise Error Rate due to multiple comparisons.

economy. When we told them otherwise they did not discount this, but rather, rated the president worse, probably punishing him/her for not being able to affect commodity prices.

Overall, we judge the evidence in support of the idea that simple lack of information generates the misattribution, and that providing information can correct misattribution to be quite weak.

5 Study # 3: Manipulating the Cognitive Process

In this study we shifted away from the provision of information and attempted to correct the misattribution by employing manipulations that operate in the cognitive process and address the main sources of mental contamination. Following Wilson & Brekke (1994), we sought to raise awareness of the misattribution bias, provide motivation to correct the bias, and indicate the direction of the bias.

To do this, we implemented a simple five-condition survey experiment, whose general structure was very similar to Study #2, except that the conditions in the experimental block addressed possible sources of mental contamination. The main outcome question, as in Study #2, was respondents’ evaluation of the president’s job performance, though we also included a second
outcome question in some manipulations (details below) as part of the attempt to provide voters with motivation to correct the bias. Overall, we used relatively heavy handed manipulations because, based on Study #2, we suspected that there would be little or no debiasing going on.\footnote{We named the treatment conditions continuously relative to the Study #2 (i.e. E, F, G and H) to avoid confusion between the two.}

A  (Baseline control group) Identical to the control condition in Study #2; respondents were asked about their assessment of the President’s job performance without receiving any other relevant information.

E  Respondents were told, at the start of the experimental block, that the study attempted to gauge the effects of oil (Ecuador) and copper (Chile) prices on the popularity of Ecuadoran and Chilean presidents. This was an indirect attempt to raise awareness of a potential misattribution bias, as done in Schwarz & Clore (1983) and Healy, Malhotra & Mo (2010).

F  Respondents were provided with this same statement as in Condition E, but were also informed that recent studies indicated that voters tend to evaluate presidents for things they cannot control, and then asked whether they thought they were subject to the same “error”. This was a more explicit way to raise awareness of a potential misattribution bias.

G  In addition to the awareness primes in condition F, an item was inserted stating that experts suggested that it would be better for democracy that voters only evaluated presidents by results they can control or influence. This attempted to provide a normative motivation to correct misattribution bias.

H  In addition to the manipulations in condition G, an item was inserted stating that the evaluation of presidents of commodity-rich countries tends to follow that commodity’s price even though the president cannot do anything about it. This was an attempt to make the direction of the bias clear.

In parallel to these basic manipulations that should impact the main outcome question, we also added a second outcome to conditions F, G, and H. After evaluating the president, respondents were asked to imagine a group of “experts” that knew which outcomes fell under control of the president and which did not, and asked how the respondent believed these experts would evaluate the president’s performance. This was designed as a further attempt to provide respondents with motivation to correct their bias, as it focused respondents attention on the behavior of somebody else.
5.1 Sample Descriptives

We employed the same recruitment and fielding strategy as in the previous study. This Ecuador study was fielded between 2015-08-11 and 2015-08-12, and the data used here were downloaded from Qualtrics on 2015-08-13. We had a total of 588 responses. After eliminating those that originated outside of Ecuador, under-age respondents, those that originated from repeat IP addresses, and those that dropped out prior to answering the outcome question, we were left with 485 responses. The median time to completion of these surveys was 4.6 minutes and 33% of respondents passed the attention screener. The cognitive process study in Chile was fielded between 2015-08-13 and 2015-08-16, and data were downloaded from Qualtrics on 2015-08-16. After eliminating those that originated outside of Chile, under-age respondents, those that originated from repeat IP addresses, and those that dropped out prior to answering the outcome question, we were left with 574 responses. The median time to completion of these surveys was 4.6 minutes and 31.5% of respondents passed the attention screener. Sample demographics and balance statistics are reported in the appendix.

5.2 Results

Manipulations of the cognitive process affected the assessment of presidents’ performance mostly in the expected direction but, as Figure 3 shows (and Table 4 corroborates), the effect was only statistically significant relative to the control group for manipulation F, and again only for Ecuador. In fact, whereas one would have expected the latter treatments to yield greater effects because they dealt with more sources of mental contamination, no such trend is discernible from the data.

Analysis of the second outcome also does not provide much evidence that debiasing took place (Table 5). Recall that if respondents were unable or unmotivated to correct their own bias, but were able to spot bias in the judgement of others, they should have responded to second outcome by saying that the knowledgeable experts would have rated the president “better” than the average person. This option was the least frequent answer in the Chilean case 12.

In fact, rather than discounting, what seems to have happened is that respondents project their own preferences onto the experts. The better an individual rated the government, the more likely she was to say that experts would have evaluated the government even better (p-value <0.001 in both Ecuador and Chile). As there were many more respondents rating Correa well as there were respondents rating Bachelet, the result was that many more respondents answered that experts would have rated the government better in Ecuador than in Chile. Therefore, evidence suggests

12The second outcome was available to respondents in conditions F, G, and H only, but there was no discernible difference in the responses across treatment conditions.
that even though the results in Ecuador were compatible with some level of debasing, this was probably not the mechanisms that actually generated the results.

Respondents in conditions F, G and H were told, prior to the outcome question, that “studies suggest that voters often evaluate presidents based on attributes they cannot change or control” and asked whether the respondent thought she made the same “mistake.” The share of respondents that answer this question positively was 40% in Ecuador and 35% in Chile. Psychological theory suggests that lay beliefs about the mind are crucial to debiasing, and that those that know they are susceptible to mental contamination are more likely to make an effort to correct the bias (Wilson & Brekke 1994, p. 188). The way in which we offered the primes in this study allows us to examine whether this is true by looking at whether there exist heterogenous treatment effects across self-perceived susceptibility to misattribution bias.

Results displayed in Table [6] mostly corroborate this expectation, although they are also a bit noisy. We see that among those that regard themselves as susceptible to the specific type of mental contamination examined in the study, the treatment always had positive effects, and these effects were almost always larger than those observed in the sample that did not regard itself susceptible to mental contamination. For those self described as susceptible to misattribution bias, treatment effects were statistically significant in conditions F and G in Ecuador. It should be noted, however,

13 Actual wording was: “Estudios recientes sugieren que los ciudadanos muchas veces evalúan a los presidentes por hechos que ellos no pueden controlar ni modificar. ¿Cree que Ud. comete ese mismo error?”
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Table 4: Treatment Effects (Study#3)

(a) Ecuador

<table>
<thead>
<tr>
<th></th>
<th>All Respondents</th>
<th>Attentive Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mod. 1</td>
<td>Mod. 2</td>
</tr>
<tr>
<td>A (average)</td>
<td>2.713</td>
<td>2.423</td>
</tr>
<tr>
<td>E</td>
<td>-0.217</td>
<td>-0.218</td>
</tr>
<tr>
<td>p-value</td>
<td>0.254</td>
<td>0.235</td>
</tr>
<tr>
<td>F</td>
<td>0.113</td>
<td>0.182</td>
</tr>
<tr>
<td>p-value</td>
<td>0.541</td>
<td>0.331</td>
</tr>
<tr>
<td>G</td>
<td>-0.030</td>
<td>0.065</td>
</tr>
<tr>
<td>H</td>
<td>-0.197</td>
<td>-0.229</td>
</tr>
<tr>
<td>Controls</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>485</td>
<td>398</td>
</tr>
<tr>
<td>Target p-val</td>
<td>0.046</td>
<td>0.040</td>
</tr>
</tbody>
</table>

(b) Chile

<table>
<thead>
<tr>
<th></th>
<th>All Respondents</th>
<th>Attentive Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mod. 1</td>
<td>Mod. 2</td>
</tr>
<tr>
<td>A (average)</td>
<td>1.289</td>
<td>1.227</td>
</tr>
<tr>
<td>E</td>
<td>0.211</td>
<td>0.175</td>
</tr>
<tr>
<td>p-value</td>
<td>0.161</td>
<td>0.280</td>
</tr>
<tr>
<td>F</td>
<td>0.023</td>
<td>0.098</td>
</tr>
<tr>
<td>p-value</td>
<td>0.868</td>
<td>0.507</td>
</tr>
<tr>
<td>G</td>
<td>0.131</td>
<td>0.060</td>
</tr>
<tr>
<td>H</td>
<td>0.347</td>
<td>0.689</td>
</tr>
<tr>
<td>Controls</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>574</td>
<td>500</td>
</tr>
<tr>
<td>Target p-val</td>
<td>0.047</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Values for condition A are the average rating of the president in a 0-4 scale in the control group. All other estimates are differences between average values in each conditions and that of condition A. P-values are computed from robust standard errors. Target p-values are computed by simulation and indicate the threshold for significance at the 0.05 that accounts for the Family-Wise Error Rate due to multiple comparisons.

Table 5: How Would Knowledgeable Experts Rate The President?

<table>
<thead>
<tr>
<th></th>
<th>Ecuador</th>
<th>Chile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worse than the public</td>
<td>14.9</td>
<td>30.8</td>
</tr>
<tr>
<td>The same as the public</td>
<td>27.4</td>
<td>46.4</td>
</tr>
<tr>
<td>Better than the public</td>
<td>57.7</td>
<td>22.8</td>
</tr>
</tbody>
</table>

that the experiment was not designed to test this specific hypothesis. Susceptibility was not manipulated or induced experimentally and we did not ask the susceptibility question to those in the control condition or in condition E. Therefore, the comparison is not “clean”, as we compare self-perceived susceptible and non-susceptible respondents to the average respondent in the control condition. Results, in short, should be taken with a few grains of salt.

14 This could be easily done by asking the exact same question after the outcome item in these conditions, much in the same spirit as the weather question was manipulated in Schwarz & Clore (1983).
### Table 6: Treatment Effects by Recognition of Susceptability to Biases

<table>
<thead>
<tr>
<th></th>
<th>Ecuador</th>
<th>Chile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-Perception</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Susceptible</td>
<td>Not Susceptible</td>
</tr>
<tr>
<td>A</td>
<td>2.467</td>
<td>F 0.908 0.629</td>
</tr>
<tr>
<td></td>
<td>p-value 0.026</td>
<td>0.082</td>
</tr>
<tr>
<td></td>
<td>p-value 0.071</td>
<td>0.726</td>
</tr>
<tr>
<td></td>
<td>p-value 0.759</td>
<td>0.396</td>
</tr>
</tbody>
</table>

Values for condition A are the average rating of the president in a 0-4 scale in the control group. We cannot disaggregate this average for respondents that perceive themselves as susceptible and not susceptible. All other estimates are differences between average values in each conditions and that of condition A. P-values are computed from robust standard errors. Susceptibility to bias was not manipulated experimentally. Treatment group E did not receive the susceptibility item, and is therefore excluded from this analysis.

### 6 Discussion and Next Steps

The starkest regularity to emerge from our analysis is that we had only very meager success in debiasing respondents. There was some minor debiasing in Study #1, but only for the negative condition and only for the between-subjects analysis. In Studies #2 and #3, while a few manipulations had some effect on Rafael Correa’s job evaluations, no treatment managed to affect evaluations of Michelle Bachelet.

Before considering the potential theoretical implications of these findings, which are plenty, it is necessary to engage in extra-careful scrutiny of the approach to determine whether some feature of the choice of cases, research design, or delivery medium might be preventing us from uncovering debiasing effects. Some limitations of our studies are rather obvious. First, we provide information to respondents in a fairly artificial setting. Theoretical models of signal extraction reviewed earlier assume that voters gather and observe information over time, embedded in context. It is possible, therefore, that true information acquisition and processing cannot be easily replicated in experimental settings, especially in a relative low-stake environment as the internet. This also applies to Study #1, which also failed to generate strong debiasing in a more personal form of interaction between researcher and subject. The intuition that voters’ acquire by processing facts over time might just be too fundamentally different from their response to relevant information offered at once.

Another explanation for our null results might be related to the data collection instrument used in Studies #2 and #3. It is possible that the cumulative priming design saturated respondents. It is also possible that certain manipulations had effects opposite to what we anticipated, thereby canceling out primes that did a positive effect. To correct for that, we plan to field each manip-
ulation separately (instead of cumulatively) in the informational study. Unfortunately, it is not possible to do the same in the cognitive experiment, as theory suggests that there would be no point in providing respondents with a motivation to correct a bias that they are not aware exists, or even to illustrate the direction of the bias if respondents have no motivation to correct it.

Relatively low attention rates in these surveys always raise a flag. For this reason we focused only on respondents that passed the attention screenner. We are considering small changes to the questionnaire, such as removing the timer, as it is only really necessary for the few factual questions. Previous studies of other topics have succeeded in uncovering treatment effects using Facebook recruited samples and simple surveys such as the one we employed (Samuels & Zucco Jr. 2014), but given that debiasing is rather unlikely, it might require a more tightly controlled environment.

Finally, results seem to confirm the notion that debiasing is easier for respondents that accept that they are susceptible to bias. Our studies, however, were not optimally designed to test this hypothesis, so additional research is needed on this point. The fact that only a minority of respondents actually concede their susceptibility might be one of the reasons that debiasing is so hard to achieve. If confirmed, it would indicate that a majority of respondents is not “debiaisable.”

One way in which the choice of cases might have influenced the null results is that data from Study #1 suggest that negative debiasing is easier than positive debiasing, a result quite established in the psychology literature; yet there are currently no countries in Latin America experiencing booming times. One alternative to deal with this constraint could be to prime respondents in Ecuador and Chile not about the recent fall in commodity prices, but rather about the sharp increase that preceded it. Particularly in the case of Ecuador, where the same president governed during the boom and the bust, we suspect that voters’ evaluations are still very influenced by previous “good times.”

If after follow-up work these null results continue to hold, they are potentially very meaningful. In line with macro level evidence that voters do not discount exogenous factors when evaluating Latin American presidents (Campello & Zucco Jr. 2015), the micro-level analysis reported here suggests that it is particularly hard to induce voters to discount such factors. Voters, in this sense, are more akin to the usually efficient but sometimes bias-prone individuals of psychology textbooks than to those that inhabit economic models, and who readily update their beliefs in light of new evidence. Put simply, debiasing, for all the conditions necessary for it to happen, is very unlikely in the real world. The weight of the fact that the economy is doing well or not on individuals daily lives is probably too intense for citizens to be tampered by complicated discounting, even for those that are aware that certain factors should be discounted.

Our next step is to separate the rationale that leads to bias from the bias itself. One way to
do it would be to conduct similar experiments in contexts in which bias has not yet formed. For example, to ask the same questions about the Chilean president to Ecuadoreans and vice-versa. If we find that voters can discount exogenous factors in a situation in which they do not have a prior and are still forming their views, this means respondents can avoid contamination, even though they cannot debias once contamination has already happened. This would point, once again, to the relevance of providing information that allows voters to discount exogenous factors — be that about relative performance or commodity price cycles — on a regular basis, so that citizens can form their views already based on that.
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Appendices

A Balance Across Experimental Conditions

In this appendix we report mean standardized differences on selected pre-treatment variables for each condition relative to the control group. These differences were computed by simply dividing the difference in means by the pooled standard error of the two groups being compared. Although there is no clear cut test for balance, one rule of thumb often cited in the literature is to consider balanced a sample in which the largest mean standard difference is less than 1/4 of a standard deviation (Ho, Imai, King & Stuart 2007, Cochran 1968).

Randomization in the BEPS project (Study #1) achieved good balance on all socio-demographics available, excellent balance on missing responses, and excellent balance on actual answers given to vignettes (not reported), suggesting a similar level of information across conditions (Table A.7).

Table A.7: Balance on Selected Observable Attributes (Study #1)

<table>
<thead>
<tr>
<th></th>
<th>Negative</th>
<th>Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive Pre-Treatment Evaluation</td>
<td>-0.11</td>
<td>-0.10</td>
</tr>
<tr>
<td>PT ID</td>
<td>-0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>Wealth Index</td>
<td>-0.01</td>
<td>0.07</td>
</tr>
<tr>
<td>Vote For Dilma</td>
<td>-0.00</td>
<td>-0.06</td>
</tr>
<tr>
<td>Gov. Responsible Econ.</td>
<td>0.06</td>
<td>-0.04</td>
</tr>
<tr>
<td>Political Knowledge</td>
<td>0.05</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table reports mean standard difference between each treatment condition and the control group

In Studies #2 and #3 randomization generated four groups that display fairly similar observable attributes both in Chile and in Ecuador, as reported in Tables A.8 and A.9. In these tables, female, party ID, family abroad, and attention are all binary indicators. Age is a continuous variable, and so is the socioeconomic status (SES) index that we created combining educational and wealth indicators.

Table A.8: Balance on Selected Observable Attributes (Study #2)

(a) Ecuador

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-0.16</td>
<td>0.02</td>
<td>-0.09</td>
</tr>
<tr>
<td>Female</td>
<td>0.19</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>SES Index</td>
<td>-0.11</td>
<td>-0.16</td>
<td>-0.05</td>
</tr>
<tr>
<td>Party ID</td>
<td>0.16</td>
<td>0.18</td>
<td>0.28</td>
</tr>
<tr>
<td>Family Abroad</td>
<td>0.07</td>
<td>0.08</td>
<td>-0.01</td>
</tr>
<tr>
<td>Attention</td>
<td>-0.06</td>
<td>-0.02</td>
<td>-0.17</td>
</tr>
<tr>
<td>N</td>
<td>124</td>
<td>138</td>
<td>139</td>
</tr>
</tbody>
</table>

(b) Chile

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.36</td>
<td>0.26</td>
<td>0.29</td>
</tr>
<tr>
<td>Female</td>
<td>0.04</td>
<td>0.09</td>
<td>0.02</td>
</tr>
<tr>
<td>SES Index</td>
<td>-0.43</td>
<td>-0.42</td>
<td>-0.24</td>
</tr>
<tr>
<td>Party ID</td>
<td>-0.15</td>
<td>-0.29</td>
<td>-0.02</td>
</tr>
<tr>
<td>Family Abroad</td>
<td>0.07</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>Attention</td>
<td>0.01</td>
<td>-0.05</td>
<td>-0.19</td>
</tr>
<tr>
<td>N</td>
<td>116</td>
<td>121</td>
<td>135</td>
</tr>
</tbody>
</table>

Table reports mean standard difference between each treatment condition and the control group

Most of our observed variables meet the 1/4 of standard deviation criteria in all conditions in both studies, with the exception of Party ID in study #2, SES Index and Age in study #2 and our SES index is the score on the first dimension from a factorial analysis performed on the answers to household item and educational level questions in the survey.

1 (Appendix)
Based on these results, we conclude that randomization was mostly successful in producing similar groups, and consequently, we can focus more directly on the unconditional average treatment effects reported in the text.

**Table A.9: Balance of Selected Observable Attributes (Study #3)**

<table>
<thead>
<tr>
<th></th>
<th>Ecuador</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Chile</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E</td>
<td>F</td>
<td>G</td>
<td>H</td>
<td>Age</td>
<td>F</td>
<td>G</td>
<td>H</td>
<td>Age</td>
</tr>
<tr>
<td>Age</td>
<td>-0.16</td>
<td>-0.19</td>
<td>-0.05</td>
<td>-0.16</td>
<td>0.01</td>
<td>0.22</td>
<td>0.19</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.12</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.15</td>
<td>0.11</td>
<td>0.27</td>
<td>-0.08</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td>SES Index</td>
<td>-0.15</td>
<td>-0.09</td>
<td>-0.09</td>
<td>-0.17</td>
<td>-0.29</td>
<td>-0.04</td>
<td>-0.22</td>
<td>-0.24</td>
<td></td>
</tr>
<tr>
<td>Party ID</td>
<td>-0.15</td>
<td>0.02</td>
<td>-0.01</td>
<td>-0.06</td>
<td>-0.09</td>
<td>-0.13</td>
<td>-0.06</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Family Abroad</td>
<td>-0.00</td>
<td>-0.07</td>
<td>-0.20</td>
<td>-0.30</td>
<td>0.03</td>
<td>0.09</td>
<td>-0.01</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td>Attention</td>
<td>-0.06</td>
<td>-0.06</td>
<td>0.02</td>
<td>-0.05</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>105</td>
<td>92</td>
<td>104</td>
<td>97</td>
<td>88</td>
<td>112</td>
<td>119</td>
<td>134</td>
<td></td>
</tr>
</tbody>
</table>

Table reports mean standard difference between each treatment condition and the control group.

### B The Attention Screener

Figure A.4 shows a screen shot of the attention screener used in Studies #2 and #3. The fake question was shown in bold, and the answer categories were completely compatible with it. In fact, one would be extremely tempted to guess what the question was simply from reading the answer options. For these reasons, we believe the attention screener was quite demanding, and respondents that succeeded were, in fact, paying significant attention to the study.

![Image of the attention screener](image_url)

Figure A.4: The Attention Screener