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Abstract

This paper proposes a novel way to estimate tail risk incorporating risk-neutral information without making use of options data. Adopting a nonparametric approach we derive a risk neutral measure that correctly prices a chosen panel of stocks returns. We make use of this measure to define a tail risk factor as the price of a synthetic out-of-the money put option. Using 25 Fama-French size and book to market portfolios to estimate tail risk, we find that our factor has significant predictive power when forecasting aggregate U.S. macroeconomic activity indexes and yield spreads. Impulse response functions also reveal that shocks in Tail Risk impact negatively employment and industrial production in the short-run. In addition, portfolios sorted by Tail Risk exposure reveal that when adopting a high minus low strategy, our factor presents a negative statistically significant excess return.
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1 Introduction

It is now known that asset prices reflect a premium for disasters and other type of tail risks. Specially after the financial crisis in 2008, a considerable number of researchers turned their efforts to understanding how these risks influence the variance and equity risk premia. From an asset pricing perspective, a large branch of the literature seeks to estimate the jump risk premium implicit in option prices based on parametric jump-diffusion models for the evolution of stock prices\(^1\). From a macroeconomic point of view, recent papers subsequent to Barro (2009) put an additional effort on the reconciliation of observed risk premium and consumption based models. Most importantly, both venues suggest that measuring tail risks is a particularly challenging task since large “jumps” in consumption or prices are, by nature, rare.

Coupled with this research effort to better understand tail events, regulators have recently shown special concern about the ability of traditional risk models to anticipate financial crises arguing that an effective way to access tail risk is mandatory now.\(^2\) Indeed, regulators’ concern strongly increased in recent years due to the effects of the subprime crisis. For instance, Andy Haldane, Executive Director of Financial Stability of the Bank of England, recently stated that “the fatter the tails of the risk distribution, the more misleading VaR-based risk measures will be” \(^3\).

In this paper, we contribute to the tail risk literature by focusing on risk neutral information to provide a new measure of nonparametric tail risk. A frequent characteristic shared by most of the previous papers in this subject that choose to use risk neutral information is that their measures of tail risk are option data dependent. Being option dependent is in general good since options contain strong information on the expected values of the tails of the underlying assets, in particular short out of the money put options. However, unfortunately many markets around the world do not have well established option trading activity (in contrast to the U.S. market) and in such situations obtaining a time-varying tail risk measure can be extremely challenging. Our goal is to fill the gap that exists for such markets since our methodology relies only on the existence

\(^1\)See Bates (2000), Pan (2002), Eraker (2004), and Broadie et al. (2009), among others.
\(^2\)Regulators generally gauge market risk by Value-at-Risk (VaR). VaR represents the quantile (usually 5%) of the distribution of future gains or losses of a portfolio. However, the use of VaR as a tool for managing catastrophic events is controversial (see, e.g., Jarrow, 2012).
\(^3\)See http://goo.gl/43mTRn. Perotti et al. (2011) show that the regulatory capital required by Basel is not enough to cover tail risk.
of a panel of stock returns. It should be clear that the in proposed methodology nothing prevent us from using returns on option data but in this paper we choose to identify how far we can go making use of only stock returns data to extract risk-neutral information.

A brief description of our methodology goes as follows: first, we estimate a stochastic discount factor from a set of stocks returns using a nonparametric approach. Then, based on the hypothesis of homogeneous objective probabilities for each state of nature, we recover a risk neutral distribution for those assets. Finally, keeping in mind that deep out-of-the-money puts contain information about future downturns expectations, we set our tail risk measure as the price of a synthetic put.

From an aggregating perspective one could argue that it is preferable to have a tail risk estimated directly from macroeconomic data, or at least from market returns. Unfortunately due to the infrequent nature of these events a tail risk estimation based on this aggregate data would be very challenging. We propose a methodology to calculate tail risk using observable assets returns, making it applicable to any market where assets are traded. Furthermore, one important characteristic of our approach is that it is designed to incorporate both cross section and time series information in our measure.

One of the possible purposes of creating market indicators is to make use of them to provide useful information about economy-wide variables. Hence, after presenting our measure we perform, in the empirical section, a variety of experiments for both financial markets and real economy. Interestingly our findings reveal that portfolios sorted by Tail Risk exposure presented High minus Low (HML) negative significant results, after controlling for several risk factors. Aiming to better understand the effects of tail risks in the real economy we follow Bloom (2009)’s vector autoregressive approach identifying that employment and industrial production fall in the short-run after a one standard deviation shock in tail risk. In addition, we find that AAA-Baa bond yields spreads also present a positive relation with tail risk, for predictions several periods ahead. From a macroeconomic viewpoint, the main findings are that our measure is able to successfully predict a variety of macroeconomic activity indicators.

In the reminder of the paper, we start by discussing some of the existing literature with respect to tail risk and point out our main contributions. Next, we give a complete description of our methodology. In the empirical part of the paper we divide our results between market and real economy.
2 Related Literature

A recent strand of the literature attacked the issue of tail risk estimation with approaches based more on cross-section rather than historical time-series data. In particular, Bollerslev and Todorov (2011) estimate a model-free index of investors’ fear adopting a database of intraday prices of futures and the cross section of S&P 500 options. They show that tail risk premia accounts for a large fraction of expected equity and variance risk premia as measured by the S&P500 aggregate portfolio\(^4\). Allen et al. (2012) propose an indicator of financial catastrophe using quantiles of the cross-sectional distribution of financial equity returns. Their catastrophic indicator robustly predicts future real economic downturns six months ahead. Based on the empirical distribution of the S&P 500 index and of S&P 500 options, Bali et al. (2011) propose risk neutral and physical measures of riskiness, which are good predictors for market future expected returns. Kelly and Jiang (2013) assume that the lower tail of the distribution of equity returns obeys a power law depending on two parameters. One of them (time-varying) represents the economy systematic tail risk while the other captures assets response to the common source of tail risk. From a cross-section of individual equity data\(^5\), they estimate systematic tail risk by pooling daily returns of all stocks in a month. Siriwardane (2013) proposes another interesting method to estimate the risk of extreme events. He extracts daily measures of market wide disaster risk from a cross-section of equity option portfolios (in special from puts) using a large number of firms, and shows that these measures are useful to predict business cycle variables and to construct profitable portfolios sorted by disaster risk. All these studies show somehow by different means that tail risk plays an important role in explaining risk premia on equities.

Interestingly when the risk neutral probability of a huge fall in the S&P 500 index is calculated using put options, Bollerslev and Todorov (2011) methodology, results show that this probability is higher then the one calculated using historical data. For instance, let us then consider the forces working here: either the market is setting higher probability for a future disaster then it occurred in the past or it is requiring a large risk premium.

\(^4\)In a complementary work, Bollerslev et al. (2014) provide empirical evidence that S&P 500 tail risk premia has significant predictability over the cross-section of assets.

\(^5\)More precisely, we should say that the data are arranged in a panel. However, as this panel is short (one month), with a slight abuse of language we may refer to this short panel using the term cross-section which better reflects the idea of not making use of past information.
To verify which of the forces is taking place Ross (2011) proposed a way to recover the risk neutral probability that is “utility free”. Ross methodology has one drawback for us: as most of the approaches previously described (e.g. [Bollerslev and Todorov, 2011]) the recovery relies on option data. Also, Borovicka et al. (2014) showed that the violations of Ross hypothesis provide a distorted probability measure. Nevertheless we are interest in estimating the risk neutral distribution from the stochastic discount factor in the same spirit that Ross (2011) and Borovicka et al. (2014) do. With a different set of assumptions, commonly used in finance, we will be able to close the link and find an implied risk neutral distribution from our stochastic discount factor.

In this paper, we offer a different perspective on the estimation of tail risk. We propose a tail risk measure that is directly obtained from a risk-neutral distribution estimated from asset returns. It is already known however that RNDs are valuable sources of information since they reflect both the likelihood of occurrence of the states of nature as well as the fear that investors have of these states. The problem is that RNDs are not directly observable, and one important reliable question is how can we estimate a RND? This problem has been attacked by many researchers including Breeden and Litzenberger (1978), Bates (1991), Rubinstein (1994), Longstaff (1995), Ait-Sahalia and Lo (1998), and Ait Sahalia and Lo (2000), among others. An important common point of all these studies, as some of the tail risk literature, is that they all rely on option’s prices to extract the RND of an underlying asset. This fact restricts the applicability of these methods. For example, it becomes impossible to extract RND of assets when there is no liquid market for options. Furthermore, when the aim is risk assessment, correlations play a key role as shown in the seminal article of Markowitz (1952).

To circumvent the problems related to the availability of pricing options described in the previous paragraph, we calculate a RND by building on the method proposed by Almeida and Garcia (2012) to estimate nonlinear Stochastic Discount Factors (SDFs). Given a series of assets returns in an incomplete market where there are more states of nature than assets, Almeida and Garcia find a family of SDFs that minimize convex functions defined in the space of admissible and strictly positive SDFs. These convex functions measure the distance between an admissible SDF and the constant SDF of a risk-neutral economy. Assuming a constant short-term rate and homogenous physical
probabilities\textsuperscript{6}, just as in a VaR historical simulations, we are able to obtain a direct correspondence between SDFs and RNDs. Each convex function generates a different RND that gives different emphasis to the first four moments of asset returns: mean, variance, skewness and kurtosis.

As suggested before, the use of this methodology puts us a step forward with respect to previous studies that access risk from RNDs extracted from options prices. Here we are able to estimate RNDs from any set of assets or risk factors for which there is a spot market available, even when derivatives on these assets are not traded. Moreover, we may extend our analysis to long past horizons, such as the 1929 crisis, similarly to Kelly and Jiang (2013) approach. In contrast, methods that depend on option prices can only be estimated with more recent data, say the last 15 to 20 years. Although our tail risk factor shares this advantage with Kelly and Jiang estimator, both are obtained from different principles. While the Kelly and Jiang estimator is based on an assumption about the statistical behavior of the tail of the cross-section distribution of returns, our estimator is economically motivated by satisfying a set of Euler Equations for the chosen basis assets returns. Another interesting property of our tail risk factor is that since the panel of asset returns data is chosen to be short on the time dimension, our factor quickly reacts to changes in market conditions since current cross-sectional values of asset returns have significant weight on the estimation of the RND. This is in contrast with usual Value-at-Risk measures based on statistical historical properties of asset returns\textsuperscript{7}.

We conclude this section with a brief comment regarding Ait Sahalia and Lo (2000) seminal paper. Given that RNDs reflect compensation for risk and real probabilities of occurrence of a state, Ait-Sahalia and Lo had the interesting idea to access economic risk based on percentiles of a RND instead of percentiles of the statistical distribution of the prices, which purely reflect the actual probabilities of states. RND quantiles generated what Ait-Sahalia and Lo called Economic VaR (E-VaR). According to them, E-VaR should be much more informative than statistical VaR since RNDs are determined by equilibrium conditions embedding aspects such as investors’ preferences, budget constraints and market-clearing. Therefore E-VaR includes not only the monetary value of losses but also their impact according to economic conditions. Our work extends theirs in two

\textsuperscript{6}That is, if there are $T$ states of nature, then the probability of each state is $\frac{1}{T}$.

\textsuperscript{7}For an interesting exception, see Paul Glasserman (2013) for a data-driven selection of historical stress test scenarios that are both extreme and plausible based on empirical likelihood estimators.
important dimensions. First, while they propose to estimate RNDs from option prices, we suggest estimating RNDs from any panel of asset returns. This includes the important case of estimating the RND from a set of many assets, while Ait-Sahalia and Lo estimate a RND for one underlying asset (S&P 500) using options and S&P returns. In addition, we take a step forward and explore in more detail the lower left side of the RND obtaining a tail risk factor and empirically analyzing its ability to predict (time-series properties) and to price returns (cross-sectional properties).

3 Methodology

This section is dedicated to present the methodology used in the paper to estimate the risk neutral distribution and also discuss the estimation of our tail risk measure. Concerning the former, two ingredients are needed: objective (state) probabilities and the Radon Nikodym derivative that provides the link between state and risk neutral probabilities. We start our exposition discussing the estimation of the stochastic discount factor (Radon Nikodym derivative) and proceed to the risk neutral distribution calculation. At the end of the section we discuss the estimation of the proposed tail risk measure.

Hansen and Jagannathan (1991) seminal paper started the non parametric estimation of SDF’s literature. In their paper a quadratic function is proposed as a “penalty function” aiming to estimate the SDF that better price a set of basis assets. Despite very insightful Hansen and Jagannathan (1991) estimator just account for the first two moments of observed returns and, due to known non-normality of the later, this procedure might be misleading. With that problem in mind, Almeida and Garcia (2012) generalized Hansen and Jagannathan methodology to include a new family of “penalty functions” that are able to capture higher order moments of the return distributions.

Let \((\Omega, \mathcal{F}, P)\) be a probability space, and \(R\) denote a \(K\)-dimensional random vector on this space representing the returns of \(K\) primitive basis assets. In this static setting, an admissible SDF is a random variable \(m\) for which \(E(mR)\) is finite and satisfies the Euler equation:

\[E(mR) = \text{constant}\]

*In our empirical application (Section 4) the basis assets will be the 25 Fama-French equally weighted size and book to market portfolios. These portfolios are the intersections of five portfolios formed on size (market equity) and five portfolios formed on the ratio of book equity to market equity. The database used by Fama-French is provided by CRSP (The Center for Research in Security Prices) and contains stock prices of firms that meet certain filtering criteria. For more details about the Fama-French portfolios, see http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/index.html.
\[ E(mR) = 1_K, \quad (1) \]

where \( 1_K \) represents a K-dimensional vector of ones.

As in Hansen and Jagannathan (1991), Almeida and Garcia (2013) are interested in the implications of Equation (1) for the set of existing SDFs. Imagining a sequence of \((m_t, R_t)\) that satisfy Equation (1) for all \( t \), and observing a time series \( \{R_t\}_{t=1,...,T} \) of basis assets returns, we assume that the composite process \((m_t, R_t)\) is sufficiently regular such that a time series version of the law of large numbers applies\(^9\). Therefore, sample moments formed by finite records of measurable functions of data \( R_t \) will converge to population counterparts as the sample size \( T \) becomes large.

The set of admissible SDFs will depend on the market structure. The usual case is to have an incomplete market, i.e., the number of states of nature \((T)\) larger than the number of basis assets \( K \). In such case, an infinity of admissible SDFs will exist, and if we further assume absence of arbitrage on the basis assets payoff space, there will exist at least one strictly positive SDF (see Duffie, 2001). For each strictly positive SDF there will be a corresponding risk neutral probability (RNP).

Given a convex discrepancy (penalty) function \( \phi \) the generalized, in sample, minimum discrepancy problem proposed by Almeida and Garcia (2012) can be state as:

\[
\hat{m}_{MD} = \arg \min_{\{m_1, \ldots, m_T\}} \frac{1}{T} \sum_{i=1}^{T} \phi(m_i) \\
\text{subject to } \frac{1}{T} \sum_{i=1}^{T} m_i(R_i - \frac{1}{a}1_K) = 0_K \\
\frac{1}{T} \sum_{i=1}^{T} m_i = a \\
m_i > 0 \forall i \quad (2)
\]

In this optimization problem, restrictions to the space of admissible SDFs come directly from the general discrepancy function \( \phi \). The conditions \( E(m \left( R - \frac{1}{a}1_K \right)) = 0_K \) and \( E(m) = a \) must be obeyed by any admissible SDF \( m \) with mean \( a \). In addition, we explicitly impose a positivity constraint to guarantee that the implied minimum discrep-

\(^9\)For instance, stationarity and ergodicity of the process \((m_t, R_t)\) are sufficient (see Hansen and Richards, 1987). In addition, we further assume that all moments of returns \( R \) are finite in order to deal with general entropic measures of distance between pairs of stochastic discount factors.
ancy SDF is compatible with absence of arbitrage in an extended economy.

Despite the straightforward interpretation of this problem its solution is not readily available. Fortunately Almeida and Garcia (2012) showed that we can solve a analogous much simpler dual problem:

\[
\hat{\lambda} = \arg \sup_{\alpha \in \mathbb{R}, \lambda \in \Lambda} a \cdot \frac{1}{T} \sum_{i=1}^{T} \phi^{*+} \left( \alpha + \lambda^T \left( R_i - \frac{1}{a} K \right) \right)
\]

(3)

Where \( \Lambda \subseteq \mathbb{R}^K \) and \( \phi^{*,+} \) denote the convex conjugate of \( \phi \) restricted to the positive real line.

\[
\phi^{*,+} = \sup_{w > 0} zw - \phi(w)
\]

(4)

In this much simpler problem \( \lambda \) can be interpreted as a vector of \( K \) Lagrange multipliers that comes from the Euler equations for the primitive basis assets. Specializing the previous problem, if we take \( \phi \) to be the Cressie Read \(^{10}\) discrepancies functions we have closed formulas for \( \lambda \) and \( \hat{m}_{MD} \) given by:

\[
\hat{\lambda}_{\gamma} = \arg \sup_{\lambda \in \Lambda_{CR}} \frac{1}{T} \sum_{i=1}^{T} \left( \frac{a^{\gamma+1}}{\gamma + 1} - \frac{1}{\gamma + 1} \left( a^\gamma + \gamma \lambda^T \left( R_i - \frac{1}{a} K \right) \right) \right)^{\frac{\gamma + 1}{\gamma}}
\]

(5)

where \( \Lambda_{CR} = \{ \lambda \in \mathbb{R}^K | \forall i = 1, \ldots, T (a^\gamma + \gamma \lambda^T (R_i - \frac{1}{a} K)) > 0 \} \) and:

\[
\hat{m}_{\gamma}^i_{MD} = a \left( \frac{a^\gamma + \gamma \hat{\lambda}_{\gamma}^T \left( R_i - \frac{1}{a} K \right) \right)^{\frac{1}{\gamma}} \right) \frac{1}{\frac{1}{T} \sum_{i=1}^{T} \left( a^\gamma + \gamma \hat{\lambda}_{\gamma}^T \left( R_i - \frac{1}{a} K \right) \right)^{\frac{1}{\gamma}}}
\]

(6)

The first interesting feature of this specialized problem is the portfolio maximization interpretation provided by Almeida and Garcia (2014). Assuming that agents maximize a hyperbolic absolute risk aversion (HARA) utility function, where the \( \lambda^t \)s governs the representative agent holdings of each asset, Almeida and Garcia showed that the solution of the previous discrepancy problem is equivalent to the portfolio holdings of the representative agent.

\[^{10}\phi^\gamma(m) = \frac{m^{\gamma+1} - a^{\gamma+1}}{\gamma(\gamma + 1)}, \gamma \in \mathbb{R} \]
Another important characteristic of Cressie-Read restricted problem is that the implied SDF depend directly on the parameter $\gamma$. A straightforward consequence of the choice of $\gamma$ showed by Almeida and Garcia is that the SDF Taylor expansion for negative values of $\gamma$’s change the weight given to higher order moments of returns, given different weights to even or odd moments for example. In particular, this family of discrepancies captures as particular cases minimizations of variance (Hansen and Jagannathan, 1991), higher moments (Snow, 1991), and of different kinds of entropy (Stutzer, 1996). In section 4 we provide a deeper discussion regarding the choice of this key parameter for our estimation procedure.

Moving on to the risk neutral distribution estimation, with the estimated SDF in hand, the only missing ingredient is the states probabilities. Following a traditional approach in finance we assume that the probability of each state of nature is $1/T$. Using this assumption it is quite easy to compute the risk neutral probability:

$$\pi_{t}^{RN} = \frac{m_{t}(1 + \tau)}{T}$$

Equation 7 states the usual property of risk neutral distributions: it will distort state probabilities, $1/T$, to give different weights to the possible outcomes. Also, given the Cressie-Read penalty function, the generated SDF is a hyperbolic function on the portfolio returns. Thus we know that the risk neutral distribution is putting more weight on “bad” outcomes from the agents perspective.

Figure 1 illustrate this property when we take $\gamma = -3$ and use the 25 Fama and French size and book to market portfolios. Notice that in this figure we plot on the “x” axis the return on the portfolio, endogenously chosen, hold by the representative agent while in the “y” axis the figure plots the respective risk neutral and physical distributions.

Unfortunately the hyperbolic structure for the risk neutral distribution only holds for the endogenous portfolio, not for the individual assets itself. Figure 2 plot, for a selected date, the generated risk neutral distribution for the 25 Fama and French size and book to market portfolios used as basis assets. As it is clear the distortion generated by the risk neutral distribution is not uniform across assets. Nonetheless it is also noticeable

---

11For example in VaR estimations.
12The derivative signal of this function will depend on the Lagrange multipliers that will determine if the agent is long of short in the portfolio.
13If the Lagrange multiplier is negative (positive) than agents perceive lower (higher) returns as “bad” events.
that risk neutral probabilities can substantially differ from physical ones, specially for tail returns.

Given the methodology to estimate the pricing kernel previously discussed, we can proceed to the calculation of our tail risk measure\(^\text{14}\). As discussed in the introduction, despite the fact that we do not rely on option data availability to calculate our measure, we still rely on the fact that prices of deeply out of the money puts contain information about future downturns. Thus, keeping this feature in mind, we set our main tail risk measure as the average price of a out of the money synthetic put for the basis assets in the estimation procedure:

\[
P = \sum_{i=1}^{T} \pi_i [\max(K - R, 0)]
\]  

(8)

Where \(K\) is the, risk neutral, strike.

One question that might come to the readers mind is why to construct a tail risk measure based on firms or portfolios rather then a market tail risk measure? Bali et al. (2013)

\(^\text{14}\)The final tail risk measure is the average of the put price for the assets in the basis of the estimation.
Figure 2: This figure presents the physical and implied risk neutral probabilities for a selected date setting $\gamma = -3$, the 25 Fama and French equally weighted size and book to market portfolios as our basis assets and 30 days in the estimation procedure.

argues that previous studies showed that investors usually holds a portfolios composed usually by some market proxy (e.g. stock funds) and individual stocks. When considering this kind of portfolio individual stocks play a crucial role on the total portfolio tail risk. Also, they find evidence that market tail risk is not capable of providing useful information for return prediction whereas individual assets tail risk measures (idiosyncratic tail risk) is quite successful in predicting market returns.

To conclude this section it is important to make a distinction between the disaster literature and tail risk. Notably they are both trying to understand rare events, nevertheless there is considerable difference between disaster and tail risks. Namely, tail risks literature aims to capture movements in the left tail of the returns distribution (or macroeconomic distribution) that actually occurred in the sample or at least can be estimated using option data. In our paper for example one of our measures of tail risk considers the 10th percentile of the risk neutral distribution. Whereas disaster literature is more interest with events that occur with extremely rare probability and usually are not observable in a time series sample.
3.1 Asset Pricing Models: Minimum Distance Problem

In the previous section we described a completely non-parametric procedure to estimate the stochastic discount factor used to generate our tail risk measure. In this section we discuss a similar approach, presented by (Almeida and Garcia, 2012), that allows us to reconcile the previous methodology with asset pricing models implied SDF’s.

Bali et al. (2013) highlighted that some of the recent economic literature treated return in a asymmetric way, giving different weights to higher or lower returns, a feature that is of particular interest here. As previously presented one of the branches that considered this approach is the Rietz-Barro’s like models which incorporate the possibility of disaster in consumption to connect Mehra and Prescott (1985) results with a more structured macroeconomic model. Another venue in the literature started by Routledge and Zin (2010) and also studied by Bonomo et al. (2011) focus on generalized disappointment aversion preferences as a possible explanation for the equity premium puzzle. In the same spirit as Barro but with a different view of tail events, the disappointment aversion literature models “bad” outcomes in consumption directly in the agents utility function. The main idea behind this literature is that when negative outcomes occur the agents utility function suffer a negative shock leading to a volatile risk aversion over time and providing a very good match with real data.

Even more interestingly, by using the generalized disappointment aversion utility function the representative agent maximization problem implies a stochastic discount factor explicitly dependent on tail events. For instance, if outcomes are above some threshold (generally a fraction of the certain equivalent), the stochastic discount factor falls into the usual Epstein-Zin formula. On the other hand, when tail events happen, the SDF formula changes, with agents giving more weight to relatively “bad” states of nature. This formulation is also very insightful for our tail risk approach, since it provides us with a clear intuition and interpretation.

Suppose than, for instance, that we are interested in estimating the closest stochastic discount factor, $m$, for a given parametric asset pricing model $y(\theta)$ in the discrepancy sense. In other words, we could take $y(\theta)$ as the generalized disappointment aversion model and search for the closest SDF using Cressie-Read discrepancy functions as our penalty function. Mathematically we can state this problem as follows:
\[ \delta_{MD} = \min_{m \in L^2} E[\phi(1 + m - y(\theta))] \]

subject to \[ E[m(R - \frac{1}{a} \bar{1}_K)] = 0_K \]

\[ m > 0 \] (9)

Using the same dual problem technology applied in the last section Almeida and Garcia (2012) showed that under the Cressie-Read family of discrepancy functions the closest admissible SDF to the asset pricing model \( y(\theta) \) is given by:

\[ m(\theta) = y(\theta) - 1 + (\gamma \lambda^*_x x)^\gamma \] (10)

Where \( \lambda^*_x \) is the solution of equation (9) dual problem. Thus, given any asset pricing model of interest this methodology allow us to empirically search for a semi-parametric SDF that correctly prices a chosen set of basis assets and satisfy non arbitrage conditions as in the previous section. The biggest difference however relies on the fact that this semi-parametric SDF depends on the choice of the asset pricing model.

Notably however, independent of the models choice, the implied pricing kernel will always inherit the interesting property that probabilities will be distorted to give more weight to “bad” outcomes. Aiming to capture this particular characteristic, and since the main focus of this present paper is not asset pricing models SDF estimation, in the empirical section we proceed with the non parametric approach.

4 Empirical Results

4.1 The Data

Throughout the paper we make use of several data sets. To keep things organized we summarize all the data used in table 1.

Starting with the calculation of our tail risk measure we must choose the basis assets to our non parametric SDF’s estimation. Aiming to eliminate some idiosyncratic effects but to still consider cross section information we set the 25 Fama and French size and book to market value weighted portfolios from Kenneth French library \(^{16}\) as our basis

\(^{15}\)See theorem 1 of their paper.

\(^{16}\)http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
Table 1: The Data

<table>
<thead>
<tr>
<th>Data</th>
<th>Periodicity</th>
<th>First</th>
<th>Last</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF Portfolios</td>
<td>D</td>
<td>01/07/1926</td>
<td>04/30/2014</td>
<td>French Library</td>
</tr>
<tr>
<td>FF Factors</td>
<td>W</td>
<td>01/07/1926</td>
<td>04/30/2014</td>
<td>French Library</td>
</tr>
<tr>
<td>Momentum Factors</td>
<td>M</td>
<td>01/1927</td>
<td>04/2014</td>
<td>French Library</td>
</tr>
<tr>
<td>Liquidity Fac.</td>
<td>M</td>
<td>08/1962</td>
<td>12/2013</td>
<td>PS</td>
</tr>
<tr>
<td>KCFSI</td>
<td>M</td>
<td>02/1990</td>
<td>05/2014</td>
<td>KC FED</td>
</tr>
<tr>
<td>ADS</td>
<td>M</td>
<td>03/1960</td>
<td>05/2014</td>
<td>Philadelphia FED</td>
</tr>
<tr>
<td>NBER Recession</td>
<td>M</td>
<td>07/1926</td>
<td>04/2014</td>
<td>NBER</td>
</tr>
</tbody>
</table>

The first column indicates the data itself while the following columns indicate the periodicity, first and last observation date and source respectively. D, W, M, Q indicates daily, weekly, monthly and quarterly data respectively. ADS stands for Aruoba-Diebold-Scotti Business Conditions Index, KCFSI for Kansas City Financial Stress Index and PS for Pastor and Stambaugh (2003).

In the stock market section we use data from French library for the three Fama and French factors and momentum factors and data for the liquidity factor from Pastor and Stambaugh (2003). For macroeconomic activity indicators variables we consider a variety of sources: NBER recession dummy, Kansas City and Philadelphia FED. When discussing the uncertainty channel approach we rely on data from Bloom (2009). For spread prediction regressions bond data was collected from Saint Louis FED FRED database.

4.2 Empirical Features

We start our discussion by taking a close look to the key parameter in the stochastic discount factor estimation procedure, Cressie Read function exponent, $\gamma$. As previously discussed, a Taylor expansion of the stochastic discount factor reveals that $\gamma$ plays an important role in determine the weights given to higher moments of the return distribution. In particular, for values of $\gamma$ different than one the Taylor expansion reveals that the implied SDF will put weights on potentially infinite number of moments. More importantly negative values for this parameters ($\gamma < -2$) implies that more weight is given to even moments, kurtosis for example, than odd moments. In a effort to capture this movements we set $\gamma = -3$ during the most part of the paper. Future analysis will extend this results analyzing other values for this parameter.
Given our preliminary choice we can now focus on the relation of our tail risk measure with market returns. Considering the CRSP market index as a proxy for the later, table 2 presents the correlation coefficients between our tail risk measure and the index return. As expected our measure is highly counter cyclical, whenever market is more bullish our tail risk measure is small. On the other hand, when market is more bearish our tail risk measure is high. 17

<table>
<thead>
<tr>
<th></th>
<th>CRSP</th>
<th>$VIX^2$</th>
<th>KJ</th>
<th>BTX</th>
<th>CATFIN</th>
<th>TSM</th>
<th>Bloom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tail Risk</td>
<td>-0.3549</td>
<td>0.4094</td>
<td>0.0327</td>
<td>0.2837</td>
<td>0.3800</td>
<td>0.2452</td>
<td>0.2240</td>
</tr>
</tbody>
</table>

This table present the correlation coefficient between our tail risk measures and CRSP market index, $VIX^2$ index, Kelly and Jiang (2013) (KJ) and Bollerslev et al. (2014) (BTX) tail risk measures, CATFIN measure from (Allen et al., 2012), Bali et al. (2014) (TSM) macroeconomic risk index and Bloom (2009) uncertainty index. All correlations are contemporaneous.

To give a better view of what is going on, figure 3 plots the evolution of our tail risk measure, in blue, and Hodrick-Prescott trend, in red, when we use a monthly time span (30 days) in the estimation from July 1926 to April 2014. Prominently our measure is very volatile and present various peeks, in accordance with Bollerslev et al. (2014) proposed measure. Indeed table 2 also revealed that our tail risk measure is relatively correlated with Bollerslev et al. (2014) one.

Still considering figure 3 we highlighted dates that represents huge markets falls in the U.S. history. Interestingly the tail risk measure peaks in most of this events and also appears to be more volatile in the periods before and after some of them. Another compelling feature is the measure volatility during 1929 recession period and WWII. Even more striking is the fact that the measure trend, red line, increased both before 1929 and 2008 crisis. Motivated by this superficial result we further explore our tail risk measure relationship with market variables in section 4.3 and seek business cycles analysis in section 4.4.

Closing up this section we provided a heuristic discussion between our tail risk measure, the $VIX^2$ index, Kelly and Jiang (2013) and Allen et al. (2012) tail risk measures. 17This result turn out to be in line with the most recent literature in generalized disappointment aversion (Schreindorfer, 2014).
Tail Risk Time Series

Figure 3: This figure presents the Tail Risk (TR) time evolution from July 1926 to April 2014. Blue line indicate the actual tail risk series while red line indicate Hoddrick-Prescott filtered trend. Tail Risk was calculated using 25 Fama and French equally weighted size and book to market portfolios as basis assets considering a time span of one month (30 days) and $\gamma = -3$.

First, observe that the $VIX^2$ is based on a risk neutral probability whereas conditional variance uses the physical probability (Bekaert and Hoerova, 2013). Thus, the $VIX^2$ index actually captures jump process (distastes risks) since the diffusion term remains the same under risk neutral or physical probabilities ((Bollerslev et al., 2014)). Given that, our tail risk measure has a close relationship with the VIX index since, as put by Bekaert and Hoerova (2013), the index reflects “risk neutral” expected stock market variance for S&P 500.

Further looking into this fact, table 2 present the correlation between the $VIX^2$ and tail risk, which confirms our expectation. Taking a close look at figure 3 we note that the tail risk measure peaks, as the $VIX^2$, in October 2008 and appears to return to a pre crises level more smoothly them the $VIX^2$. This is not true however for the 2010 European debt crisis where both the measure and the index appear to revert to the mean quite quickly. This mean reversion is also noted to other crisis in the 1990 - 2014 period highlighted in figure 3. Since our measure is significantly correlated with the VIX index we believe that in some extent we are actually capturing some portion of the variance risk premium.

With respect to Kelly and Jiang (2013) tail risk measure, table 2 reveals that the correlation between ours and theirs measure is low. We believe that the main reason for
this result is due to the intrinsic characteristic of both measures. For instance while Kelly
and Jiang measure is based on a parametric hypothesis for the returns left tail distribution
our tail risk consists on financial measures based on the risk neutral distribution. Also,
Kelly and Jiang tail risk present a very persistent auto-regressive coefficient, a very nice
feature for long term prediction while the respective result four our measure is 0.4321,
much smaller.

Finally, as table 2 revels, the closes measure to ours is (Allen et al., 2012) CATFIN
measure. In fact (Allen et al., 2012) financial distress measure is calculated via a Value
at Risk approach for financial institutions. In some sense our measure is intrinsic related
to theirs given that we also look for events that are on the left side or the returns
distribution. On the other hand, while they just consider say the first decile (under the
physical probabilities) of the return distribution, our measure averages all returns below
some threshold using risk neutral information.

4.3 Stock Markets Returns

While the previous section discussed generic properties of out tail risk measure, this
section investigates whether of not expected returns are related to a tail risk factor.

For notation purposes let $R_i^t$ denote asset $i$ return at time $t$ and $F_t$ a $K \times 1$ vector
of possible factors, except tail risk, that explain the assets returns. To perform our
empirical analysis we select the following sets of factors as controls: the three Fama and
French (1988) factors, the momentum factor and a liquidity factor proposed by Pastor
and Stambaugh (2003).

As in Kelly and Jiang (2013) our working hypothesis is that investors marginal utility
is increasing with tail risk, in line with the counter-cyclical property observable in figure
3. In other words, investors are averse to tail risk, and thus assets that hedge this source
of risk are expected to have lower future returns. On the other hand assets that are
highly exposed to tail risk are expected to have higher future returns.

The methodology consists in sorting assets, here taken to be the NYSE/AMEX/NASDAQ
stocks with CRSP share codes 10 and 11, into portfolios depending on their sensitivity
to tail risk. That sensitivity consists in the ordinary least square coefficient $\gamma_i^t$ obtaining
by regressing the excess returns of each asset $i$ in the tail risk factor given by equation
(11).
\[ R^f_t - R^f_t = \alpha^i_t + \gamma^i_t TR_t + \epsilon_t \]  \hfil (11)

At the end of each month in our data set\textsuperscript{18} we select the previous 10 years data and proceed to the estimation of regression (11). After the estimation we select the estimated \( \gamma^i \) and sort the assets into five quintiles based on their tail risk sensitivity. We than track each assets return one month and one year ahead after the sorting. This implies that the tracked returns are truly out of the sample since we only condition the sorting on data available until date \( t \).

The second step of this procedure consist in estimating regression 12 and computing the respective \( \alpha^i \)'s. If the estimated value for \( \alpha \) is different from zero this is evidence that our factor explains a component of expected returns not captured by con control factors \( F_t \).

\[ \tilde{R}_t = \alpha^i_t + \beta^i F_t + \epsilon_t \]  \hfil (12)

By proceeding in this venue the estimated coefficient \( \gamma^i_t \) capture the co-movements of expected returns, for each assets, with tail risk. Notice also that due to the rolling window adopted in the estimation procedure we allow \( \gamma^i_t \) to vary across periods, implicating that assets can change quintiles whenever we sort the portfolios.

Table 3 reports the final result for this procedure. First line of each panel present the portfolios returns for one month and one year holding period (after the sorting). Subsequent lines present the alphas from regressions considering four factor models specifications: CAPM, Fama and French three factor model, a Four Factor model that controls for momentum factor and a additional Five Factor model that considers Pastor and Stambaugh (2003) liquidity factor.

Analyzing results in table 3 we can note that for both one month and one year holding period portfolios with returns that co-vary positively with tail risk (and thus work as a hedge to tail risk) have smaller returns than portfolios with smaller or negative correlation with tail risk (Low column). In fact, the last column of each panel reveals that for one month and one year holding period this difference is 0.8438% and 10.3515% respective, with both values been statistically significant at 1% significance level.

\textsuperscript{18}From 01/1963 to 12/2013.
<table>
<thead>
<tr>
<th>Panel A - One Month Return</th>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>High</th>
<th>High - Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Av. Return</td>
<td>1.6929</td>
<td>1.0674</td>
<td>0.8792</td>
<td>0.7225</td>
<td>0.8491</td>
<td>-0.8438</td>
</tr>
<tr>
<td>(5.08)</td>
<td>(4.30)</td>
<td>(4.12)</td>
<td>(4.05)</td>
<td>(4.19)</td>
<td>(4.19)</td>
<td>(3.15)</td>
</tr>
<tr>
<td>CAPM Alpha</td>
<td>1.0236</td>
<td>0.5200</td>
<td>0.4139</td>
<td>0.3233</td>
<td>0.5300</td>
<td>-0.4936</td>
</tr>
<tr>
<td>(5.20)</td>
<td>(4.06)</td>
<td>(3.71)</td>
<td>(3.48)</td>
<td>(3.30)</td>
<td>(3.30)</td>
<td>(2.17)</td>
</tr>
<tr>
<td>FF3 Alpha</td>
<td>0.8188</td>
<td>0.2947</td>
<td>0.1832</td>
<td>0.1211</td>
<td>0.3296</td>
<td>-0.4892</td>
</tr>
<tr>
<td>(5.17)</td>
<td>(3.05)</td>
<td>(2.29)</td>
<td>(1.80)</td>
<td>(2.29)</td>
<td>(2.29)</td>
<td>(2.47)</td>
</tr>
<tr>
<td>FF3 + Mom Alpha</td>
<td>0.8164</td>
<td>0.2963</td>
<td>0.1797</td>
<td>0.1292</td>
<td>0.3246</td>
<td>-0.4918</td>
</tr>
<tr>
<td>(5.10)</td>
<td>(2.95)</td>
<td>(2.23)</td>
<td>(1.85)</td>
<td>(2.19)</td>
<td>(2.19)</td>
<td>(2.41)</td>
</tr>
<tr>
<td>FF3 + Mom + Liq Alpha</td>
<td>0.8122</td>
<td>0.2934</td>
<td>0.1664</td>
<td>0.1310</td>
<td>0.3712</td>
<td>-0.4410</td>
</tr>
<tr>
<td>(5.16)</td>
<td>(2.87)</td>
<td>(2.07)</td>
<td>(1.85)</td>
<td>(2.05)</td>
<td>(2.05)</td>
<td>(1.96)</td>
</tr>
<tr>
<td>Panel B - One Year Return</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7.25)</td>
<td>(6.95)</td>
<td>(5.76)</td>
<td>(6.04)</td>
<td>(5.01)</td>
<td>(5.01)</td>
<td>(3.91)</td>
</tr>
<tr>
<td>(6.39)</td>
<td>(5.41)</td>
<td>(3.70)</td>
<td>(3.61)</td>
<td>(3.75)</td>
<td>(3.75)</td>
<td>(3.33)</td>
</tr>
<tr>
<td>FF3 Alpha</td>
<td>12.6872</td>
<td>5.7642</td>
<td>3.2570</td>
<td>2.3577</td>
<td>5.8506</td>
<td>-6.8366</td>
</tr>
<tr>
<td>(6.98)</td>
<td>(6.25)</td>
<td>(3.21)</td>
<td>(3.35)</td>
<td>(2.55)</td>
<td>(2.55)</td>
<td>(2.70)</td>
</tr>
<tr>
<td>(8.27)</td>
<td>(6.55)</td>
<td>(3.50)</td>
<td>(3.69)</td>
<td>(2.50)</td>
<td>(2.50)</td>
<td>(3.03)</td>
</tr>
<tr>
<td>(9.34)</td>
<td>(7.90)</td>
<td>(3.34)</td>
<td>(3.77)</td>
<td>(2.33)</td>
<td>(2.33)</td>
<td>(2.19)</td>
</tr>
</tbody>
</table>

This table presents the monthly and yearly returns for portfolios formed using beta tail risk. Each month we sorted the NYSE/AMEX/NASDAQ stocks with CRSP share codes 10 and 11 into quintiles based on their tail risk sensibility and track their return of holding the portfolio one month and one year. Both panels reported equally weighted portfolios. First line of each panel report the return on this portfolios. Subsequent lines report the alphas from regressions of portfolios returns using the Fama-French three-factor model as well as extended four and five-factor models controlling for momentum and liquidity (Pastor and Stambaugh, 2003) factors. T statistics for one year returns are calculated using Newey and West (1987) standard errors considering a 12 month lag.
As it can also be noted, results in for the estimated α′s for both one month and one year ahead High minus Low portfolios returns are negative, and statistically significant, for all the specifications considered.

### 4.4 Economic Predictability

While the previous section of the paper focused on tail risk implication for stock market returns the remainder of the paper explores tail risk relationship with real economy through the uncertainty channel. Relying on this argument, and also discussing additional properties of our tail risk measure, we present several prediction results for macroeconomic and firm level variables.

Bloom (2009) seminal paper argued that economic uncertainty impacts firms investment decision, often postponing investment and reducing employment. In fact, as highlighted by Kelly and Jiang (2013), Bloom analysis can be related to tail risk, since as we already discussed in the introduction there is a close relationship between uncertainty and tail risks. For instance table 2 reveals that indeed our tail risk measure is significantly correlated with $VIX^2$ index and both Bloom’s and Bali et al. uncertainty measures. This feature is even more striking when comparing the different methodologies adopted to estimate our tail risk measure in contrast with Bloom’s and Bali et al. ones.

In his paper, Bloom verified that stock market volatility presented a certain kind of “jump” in some occasions (mostly the ones highlighted in figure 3). To access whether this volatility shocks influence firm level decision, as a first step, Bloom proposed a vector auto-regressive impulse response function approach to motivate his model.\(^{19}\). By using a his proxy for uncertainty, Bloom found that both industrial production and employment reduces in the short run whenever uncertainty raises. We argue that some of the uncertainty effect captured by Bloom’s study might actually be coming from tail risk, in the same line as Kelly and Jiang (2013), but relying in a more heuristic approach. The main idea behind our argument is similar to that explored by Kellogg (2010) who argued that rises in volatility, in our case tail risks, are associated with rises in firms real options.\(^{20}\)

\(^{19}\)Bloom considered the following variables in the VAR approach: industrial production in manufacturing, employment in manufacturing, hours in manufacturing, CPI, wages, federal found rates, stock market level (measures by S&P 500 index), and a volatility uncertainty indicator

\(^{20}\)Jurado et al. (2013) also explores this venue.
To test this hypothesis we follow Bloom’s vector auto-regressive approach and evaluated the impulse response function on both employment and industrial production to a shock in tail risk. Using Hodrick-Prescott filter we detrended all variables used in the VAR regression\(^{21}\). Figure 4 plot the impulse response function for one standard deviation shock in the monthly estimated tail risk measure\(^{22}\). The gray area represents the 95% confidence interval for the response function while the solid line represent the response itself. Our results are quite similar to those found by both Bloom (2009) and Kelly and Jiang (2013) with response functions presenting a rapid drop in both the industrial production and employment in the manufacturing sector after the tail risk shock within 10 and 4 months for employment industrial production respectively. Still in line with their results, we observe a similar dynamics in post shock periods.

\[ \text{Employment and Industrial Production Impulse Response} \]

![Image of impulse response functions](image)

Figure 4: This figure presents the impulse response function on Employment and Industrial Production (for the manufacturer sector) based on a VAR estimation (Bloom (2009)). The impulse response functions are relative to one standard deviation shock on tail risk.

Still pursuing this line of argument we believe that one of the key variables considered by managers are the yield spread. Rises in the spread are usually associated with

\(^{21}\)As Bloom we set \( \lambda = 129,600 \).

\(^{22}\)The only difference between our approach and Bloom’s one is that we perform the impulse response analysis after controlling for his uncertainty factor.
This table presents the prediction regressions for Yields spread. Spread is calculated by the difference between BAA and AAA bonds. *-statistics are calculated using Newey and West (1987) variance matrix.

To verify our hypothesis that tail risk might be a good predictor of Yields spread we perform a series of forecasting regressions. For each \( i = 1, \ldots, 12 \) we estimate regression 13 and verify the estimated coefficient for tail risk, \( \beta \). In line with our expectations, our forecasting regressions presented in table 4 indicated that a rise in the tail risk index implies that future spreads will, on average, be higher. Also, for most of the regression this coefficient turned out to be statistically significant with a reasonably high \( R^2 \) statistics.

In conclusion, despite the fact that our tail risk measure methodology rely on returns of portfolios formed by traded assets it appears that our measure contains information...
about future expectations.

### 4.4.1 Business Cycles

One important question behind previous section results is: does tail risk have any relation with business cycles? The uncertainty channel argument already provided us some evidence that a raise in tail risk affect firms investment decision. To further clarify the argument, in figure 3 we plot our tail risk, in blue, and highlight the NBER recession periods. To give a better idea of tail risk and recessions relation we also plot in red the same tail risk measure \(^{23}\) but now Hodrick Prescott filtered. Interestingly the relation between the measure and business cycles becomes much more clear, revealing that usually tail risk is higher whenever the economy is in a recession.

Given that, since our tail risk measure is based on cross section pool of firms we ask whether the systematic risk captured by the measure has any predictability over economic downturns. Our approach is comparable to Allen et al. (2012) who consider systemic risk for the financial sector as predictors for economic downturns. Their argument is that financial industry are “special” to the economy since they provide the intermediation link between investors. Differently from their paper however we argue that real economy systemic tail risk also play a important role on stress macroeconomic variables prediction.

Following Allen, Bali and Tang we choose a variety of macroeconomic indicators for prediction regressions: The Kansas City FED Financial Stress Index, the Aroub-Diebold-Scott (ADS) Business Conditions Index and finally NBER recession indicators to illustrate our argument. We highlight that Kansas City FED and NBER Recession indicator are counter cyclical while ADS index is pro cyclical. Consider then the following regression:

\[
I_{t+i} = \beta_0 + \beta TR_t + \sum_{k=0}^{11} \gamma_i I_{t-k} + \epsilon_t
\]  

(14)

Where \(I\) stands for the four possible indexes we consider and \(i\) indicate the forecasting period (\(i = 1, \ldots, 12\)). Note that since NBER recession indicator is a binary variable we estimate the regression using Probit technique instead of standard OLS.

A first glimpse in table 5, which present the results for the regressions, reveal that the indeed tail risk is capable to anticipate these macroeconomic indicators with reason-

---

\(^{23}\)HP filter trend.
Table 5: Macroeconomic Indicator Regressions

<table>
<thead>
<tr>
<th>Forecast</th>
<th>NBER</th>
<th>$R^2$</th>
<th>ADS</th>
<th>$R^2$</th>
<th>CFNAI</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>384.89 **</td>
<td>78.01</td>
<td>-185.95 ***</td>
<td>83.97</td>
<td>-264.34 **</td>
<td>53.05</td>
</tr>
<tr>
<td>2</td>
<td>444.19 ***</td>
<td>62.49</td>
<td>-290.49 ***</td>
<td>52.06</td>
<td>-408.94 ***</td>
<td>46.52</td>
</tr>
<tr>
<td>3</td>
<td>426.29 ***</td>
<td>50.24</td>
<td>-246.58 ***</td>
<td>38.96</td>
<td>-336.64 ***</td>
<td>36.34</td>
</tr>
<tr>
<td>4</td>
<td>445.43 ***</td>
<td>39.84</td>
<td>-193.51 *</td>
<td>30.15</td>
<td>-285.38 **</td>
<td>27.28</td>
</tr>
<tr>
<td>5</td>
<td>367.79 ***</td>
<td>30.23</td>
<td>-212.35 **</td>
<td>22.55</td>
<td>-219.24</td>
<td>19.27</td>
</tr>
<tr>
<td>6</td>
<td>349.97 ***</td>
<td>21.97</td>
<td>-226.03 **</td>
<td>17.41</td>
<td>-407.94 ***</td>
<td>16.70</td>
</tr>
<tr>
<td>7</td>
<td>360.30 ***</td>
<td>15.71</td>
<td>-191.77 **</td>
<td>14.26</td>
<td>-214.33 *</td>
<td>11.93</td>
</tr>
<tr>
<td>8</td>
<td>363.58 ***</td>
<td>9.90</td>
<td>-201.38 **</td>
<td>12.04</td>
<td>-326.18 **</td>
<td>11.28</td>
</tr>
<tr>
<td>10</td>
<td>335.97 ***</td>
<td>4.55</td>
<td>-205.44 *</td>
<td>8.29</td>
<td>-348.69 ***</td>
<td>7.23</td>
</tr>
<tr>
<td>11</td>
<td>368.09 ***</td>
<td>3.25</td>
<td>-210.78</td>
<td>6.22</td>
<td>-306.98 *</td>
<td>5.45</td>
</tr>
<tr>
<td>12</td>
<td>358.74 ***</td>
<td>2.44</td>
<td>-242.67</td>
<td>4.79</td>
<td>-336.08 *</td>
<td>3.78</td>
</tr>
</tbody>
</table>

* $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$

Entries represent the tail risk coefficient for prediction regressions. Lines indicate the predicted horizon. $t$-statistics are calculated using Newey and West (1987) variance matrix.

able performance. For instance, a couple features are noted: the coefficients for NBER recession indicators is positive, with one exception, while the respective values for ADS and CFNAI indicators are negative. That is, whenever tail risk increases at time $t$ on average there is a economic deceleration in the future. The second feature we note is that when we increase $i$ the net effect of a increase in tail risk appears to decreases for all macroeconomics activities index considered, with a clear trend to the NBER recession indicator.

5 Conclusion

In this paper we introduce a novel procedure to gauge tail risk, i.e. the risk of economic crises. The approach can be split in three steps. First, we extract risk neutral probabilities from a set of basis assets, in this paper chosen to be the 25 Fama-French portfolios sorted by size and book-to-market values. From the risk neutral distribution we calculate the price of a synthetic put and set it as our tail risk measure. Due to it’s independence of option data availability our methodology allow us to estimate a long series, dating back to 1926.

After estimating our tail risk measure we focus on two venues: the cross section pricing
hypothesis and economic prediction. With respect to the cross section of returns our factor presented negative, statistically significant, $\alpha'$s for one year ahead excess returns on portfolios sorted by tail risk sensitivity.

Macroeconomic activity index prediction regressions revealed that our tail risk index is able to anticipate their movements. When analyzing firm level decisions we found that raises in tail risks influences negatively short term industrial production and employment and also predicts future yield spreads.

From an academic point of view, our findings corroborated with previous studies in the tail risk literature and provide a new methodology that is applicable to virtually all markets where assets are traded. From a practical standpoint, we offer a useful tool for managers and regulators to control the exposure of portfolios and institutions to extreme events.
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Table 6: Correlations Between Tail Risk Measures

<table>
<thead>
<tr>
<th></th>
<th>MKT 5%</th>
<th>VaR 5%</th>
<th>EVaR 5%</th>
<th>γ = −3</th>
<th>γ = −1</th>
<th>γ = −0.5</th>
<th>γ = 0.5</th>
<th>γ = 1</th>
<th>60 Days</th>
<th>90 Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>MKT 5%</td>
<td>1.00</td>
<td>0.35</td>
<td>-0.35</td>
<td>0.78</td>
<td>0.78</td>
<td>0.73</td>
<td>0.71</td>
<td>0.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VaR 5%</td>
<td>-0.35</td>
<td>1.00</td>
<td>0.75</td>
<td>0.64</td>
<td>0.57</td>
<td>0.63</td>
<td>0.63</td>
<td>0.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EVaR 5%</td>
<td>-0.35</td>
<td>0.75</td>
<td>1.00</td>
<td>0.50</td>
<td>0.49</td>
<td>0.48</td>
<td>0.48</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60 Days</td>
<td>-0.35</td>
<td>0.75</td>
<td>1.00</td>
<td>0.50</td>
<td>0.49</td>
<td>0.48</td>
<td>0.48</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90 Days</td>
<td>-0.35</td>
<td>0.75</td>
<td>1.00</td>
<td>0.50</td>
<td>0.49</td>
<td>0.48</td>
<td>0.48</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This table presents the correlations coefficients between estimated tail risk measures when considering alternative specifications. For the baseline case, $\gamma = -3$, we estimate tail risk using the 25 Fama and French size and book to market sorted portfolios and a 30 days time span. Possible variations of the baseline case are indicated in the lines/columns.
Table 7: Robustness ADS

<table>
<thead>
<tr>
<th>Forecast</th>
<th>VaR 5%</th>
<th>EVaR 5%</th>
<th>$\gamma = -1$</th>
<th>$\gamma = -0.5$</th>
<th>$\gamma = 0$</th>
<th>$\gamma = 0.5$</th>
<th>$\gamma = 1$</th>
<th>60 Days</th>
<th>90 Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Negative ***</td>
<td>Negative **</td>
<td>Negative ***</td>
<td>Negative *</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative ***</td>
<td>Negative</td>
</tr>
<tr>
<td>2</td>
<td>Negative ***</td>
<td>Negative ***</td>
<td>Negative ***</td>
<td>Negative *</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative *</td>
<td>Negative ***</td>
<td>Negative</td>
</tr>
<tr>
<td>3</td>
<td>Negative ***</td>
<td>Negative ***</td>
<td>Negative ***</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>4</td>
<td>Negative **</td>
<td>Negative **</td>
<td>Negative *</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative *</td>
<td>Positive</td>
</tr>
<tr>
<td>5</td>
<td>Negative **</td>
<td>Negative *</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive *</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>6</td>
<td>Negative **</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive *</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td>7</td>
<td>Negative *</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive *</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>8</td>
<td>Negative *</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive *</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>9</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive *</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>10</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>11</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>12</td>
<td>Negative</td>
<td>Negative *</td>
<td>Negative *</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative *</td>
<td>Negative</td>
</tr>
</tbody>
</table>

This table presents the robustness tests for ADS.
This table presents the robustness tests for CFNAI.

<table>
<thead>
<tr>
<th>Forecast</th>
<th>VaR 5%</th>
<th>EVaR 5%</th>
<th>$\gamma = -1$</th>
<th>$\gamma = -0.5$</th>
<th>$\gamma = 0$</th>
<th>$\gamma = 0.5$</th>
<th>$\gamma = 1$</th>
<th>60 Days</th>
<th>90 Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Negative ***</td>
<td>Negative **</td>
<td>Negative **</td>
<td>Negative **</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative *</td>
<td>Negative *</td>
<td>Negative ***</td>
</tr>
<tr>
<td>2</td>
<td>Negative ***</td>
<td>Negative ***</td>
<td>Negative **</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative ***</td>
</tr>
<tr>
<td>3</td>
<td>Negative ***</td>
<td>Negative **</td>
<td>Negative ***</td>
<td>Negative **</td>
<td>Positive *</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>4</td>
<td>Negative **</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>5</td>
<td>Negative *</td>
<td>Negative **</td>
<td>Negative *</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive **</td>
</tr>
<tr>
<td>6</td>
<td>Negative **</td>
<td>Negative *</td>
<td>Negative **</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>7</td>
<td>Negative *</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive *</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>8</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>9</td>
<td>Negative **</td>
<td>Negative</td>
<td>Negative *</td>
<td>Negative</td>
<td>Positive *</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>10</td>
<td>Negative *</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>11</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>12</td>
<td>Negative *</td>
<td>Negative **</td>
<td>Negative **</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
</tbody>
</table>

$\star$: 5% significance level