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Abstract

If consumption is log-Normal and is decomposed into a linear deterministic trend and a stationary cycle, a surprising result in business-cycle research is that the welfare gains of eliminating uncertainty are relatively small. A possible problem with such calculations is the dichotomy between the trend and the cyclical components of consumption. In this paper, we abandon this dichotomy in two ways. First, we decompose consumption into a deterministic trend, a stochastic trend, and a stationary cyclical component, calculating the welfare gains of cycle smoothing. Calculations are carried forward only after a careful discussion of the limitations of macroeconomic policy. Second, still under the stochastic-trend model, we incorporate a variable slope for consumption depending negatively on the overall volatility in the economy. Results are obtained for a variety of preference parameterizations, parameter values, and different macroeconomic-policy

We gratefully acknowledge the comments of Pedro C. Ferreira and Samuel Pessoa, who are not responsible for any remaining errors in this paper. Osmani T. Guillen provided excellent research assistance. We thank CNPq-Brazil for financial support.
goals. They show that, once the dichotomy in the decomposition in consumption is abandoned, the welfare gains of cycle smoothing may be substantial, especially due to the volatility effect.

1. Introduction

A main question of economics is whether governments should or should not intervene in markets. Although there are several aspects of this issue, a particularly important one for macroeconomists is the welfare gains of cycle smoothing. The idea is straightforward. The best a macroeconomist can hope to achieve in terms of welfare improvement is eliminating completely the variance of transitory components of macroeconomic aggregates. In some sense, this is the equivalent of eliminating systematic risk, even if idiosyncratic risk is still present. Assuming a complete success in this task, Lucas(1987, 3) calculates the amount of extra consumption a rational consumer would request in order to be indifferent between an infinite sequence of consumption under uncertainty and a cycle free sequence. For 1983 figures, using a reasonable parametric utility function, the extra consumption is about $8.50 a person, a surprisingly low amount. This led to the conclusion that cycle smoothing is undesirable, since the upper bound of its payoff is extremely low, while the costs of implementing such policy may be very high.

The power of the argument comes from the simplicity of the calculations. In order carry it forward though, several simplifying assumptions were made. In particular, it is assumed that consumption is log-Normally distributed about a deterministic trend, that individuals are not constrained to borrow against future income, and that there is perfect insurance against individual income risk.

Imrohoroglu(1989) and Atkeson and Phelan(1995) recalculate the welfare gains of counter-cyclical policy relaxing respectively the last two assumptions above. Both papers are concerned with the lack of complete markets in real economies, which could invalidate earlier calculations. Here, we turn our attention to the first assumption, that consumption is log-Normal about a deterministic trend, assuming instead, that it is log-Normal about a stochastic trend. Moreover, we also consider the effects of volatility on growth with the recent estimates of Ramey and Ramey(1995) using panel data.

At first, the assumption that consumption is log-Normal about a deterministic trend may seem innocuous, but in fact it is not. When (log) consumption is decomposed into a (deterministic linear) trend and a (stochastic) cycle, this decomposition embeds the dichotomy that random shocks can only affect the be-
behavior of the cycle, but not the behavior of the trend. The cycle, however, has a bounded variance. If the trend is not deterministic, it usually has an unbounded asymptotic variance. Since the consumer is assumed to be risk averse, he/she dislikes having an ever increasing variance of consumption, which would be the case in the presence of a stochastic trend.

There are several ways in which a trend can be stochastic. Here, we follow the substantial literature in macroeconometrics, after the work of Beveridge and Nelson (1981), and Nelson and Plosser (1982), and assume that the consumption trend evolves as a random walk. In this case, its variance is $O(t)$, i.e., it must be divided by $t$ - the time index - to be bounded. Using the model with a unit-root trend, we recalculate the welfare gains of cycle smoothing, after some discussion on the limits of counter-cyclical policies.

A negative relationship between growth and volatility has always been a stylized fact in the growth literature. Although the link between the two is not yet fully understood, Ramey and Ramey (1995) provide strong evidence that such a relationship does exist. Their result is robust to changes in the conditioning set, and in the specification of the model, and (again) challenge the dichotomy between the growth and the cyclical component of economic aggregates. Here, we use their estimates on the negative relationship between growth and volatility to recalculate the welfare gains of cycle smoothing.

The two exercises implemented in this paper can be thought of as a relaxation of the usual dichotomy between trend and cycle embedded in the traditional linear trend model for macroeconomic aggregates. Considering unit roots relax the assumption that the trend is deterministic. Thus, the slope of consumption has a stochastic component. In this case, counter-cyclical policy may be a way of controlling this component, thus having a greater impact on welfare than in the deterministic trend case. Allowing a volatility effect on growth, such as the one found in Ramey and Ramey (1995), and assuming that growth is the same for macroeconomic aggregates, makes this variable slope a function of the volatility in the economy. Here, counter-cyclical policy affects directly the average growth rate of the economy, as it works towards the reduction of economic volatility.

The paper is divided as follows: Section 2 provides a theoretical and statistical framework to evaluate the welfare gains of cycle smoothing. Section 3 provides the estimates that are used in calculating these welfare gains. Section 4 provides the calculations results, and Section 5 concludes. There is also an Appendix providing the econometric background necessary to implement the calculations carried out in the paper.
2. The Problem

Lucas (1987) proposed the following way to evaluate the welfare gains of cycle smoothing. Suppose that consumption \( (c_t) \) is log-Normally distributed about a deterministic trend:

\[
c_t = \alpha_0 (1 + \alpha_1)^t z_t,
\]

where \( \log(z_t) \sim N(0, \sigma_z^2) \). Cycle-free consumption will be the sequence \( \{c_t^*\}_{t=0}^{\infty} \), where \( c_t^* = E(c_t) = \alpha_0 (1 + \alpha_1)^t \exp(\sigma_z^2/2) \). Notice that \( \{c_t^*\}_{t=0}^{\infty} \) is the resulting sequence when we replace the random variable \( c_t \) with its unconditional mean. Risk averse consumers prefer \( \{c_t^*\}_{t=0}^{\infty} \) to \( \{c_t\}_{t=0}^{\infty} \), since the former is deterministic and they dislike risk. Then, to evaluate the welfare gains of cycle smoothing amounts to calculating \( \lambda \), that solves the following equation:

\[
E \left( E_0 \sum_{t=0}^{\infty} \beta^t u((1 + \lambda)c_t) \right) = \sum_{t=0}^{\infty} \beta^t u(c_t^*),
\]

where \( E_t(\cdot) = E(\cdot \mid \Omega_t) \) is the conditional expectation operator of a random variable using \( \Omega_t \) as the information set. Then, the welfare gains are expressed as the compensation \( \lambda \), that consumers would require at all dates and states of nature, that makes them indifferent between the uncertain stream \( \{c_t\}_{t=0}^{\infty} \) and the stream \( \{c_t^*\}_{t=0}^{\infty} \). Although the solution to the problem is simple and ingenious, this is not without a cost. Notice that a lot of structure is imposed in solving it. First, it is assumed that \( \{c_t\}_{t=0}^{\infty} \) is log-Normal and trend-stationary. Second, a parametric utility function is chosen in order to calculate (2.2). Although the latter is a standard procedure in the literature, the former are not. Assuming log-Normality allows the mean of consumption to be expressed explicitly in terms of \( \sigma_z^2 \). Thus, it is used for the sake of analytic simplicity. Trend-stationarity, on the other hand, has two implications: (i) one has not to deal with the conditional expectation of the sequence \( \{u(c_t^*)\}_{t=0}^{\infty} \), and (ii) the random variable \( c_t \) has a bounded variance. The second is critical for the proposed problem, since otherwise the left hand side of (2.2) may not be defined.

Here, instead of assuming log-Normality and trend-stationarity of \( \{c_t\}_{t=0}^{\infty} \), we first test for them. Tests results confirm the former but not the latter. Instead of trend-stationarity, unit-root tests performed here and elsewhere show evidence that \( \{c_t\}_{t=0}^{\infty} \) is difference-stationary. Despite the well known power problems of

\[\text{Notice that Lucas}(1987)\] uses the unconditional mean operator instead of the conditional mean operator in (2.2). The same problem can be proposed using the conditional expectation instead. This is exactly how we proceed in this paper.
unit-root tests against local alternatives, and the observation-equivalence between trend-stationarity and difference stationarity, it seems reasonable to examine how the results for \( \lambda \) in (2.2) would change if trend-stationarity is abandoned.

To start the discussion of difference-stationary consumption, we first assume that the utility function is in the CES class:

\[
\begin{align*}
    u(c_t) &= \frac{c_t^{1-\sigma}}{1-\sigma}, \quad (2.3)
\end{align*}
\]

where \( u(c_t) \) approaches \( \ln(c_t) \) when \( \sigma \to 1 \). As shown in Beveridge and Nelson(1981), every linear difference-stationary process can be decomposed as the sum of a deterministic term, a random walk trend, and a stationary cycle (ARMA process). We apply this result to \( \ln(c_t) \), i.e.,

\[
\begin{align*}
    \ln(c_t) &= \ln \alpha_0 + \ln(1 + \alpha_1) \cdot t + \sum_{i=1}^{t} \varepsilon_i + \sum_{j=0}^{t-1} \psi_j \mu_{t-j} \\
    &= \ln[\alpha_0(1 + \alpha_1)^t] + \ln(X_t) + \ln(Y_t), \quad (2.4)
\end{align*}
\]

where, \( \ln[\alpha_0(1 + \alpha_1)^t] \) is the deterministic term, \( \ln(X_t) = \sum_{i=1}^{t} \varepsilon_i \) is the random walk component, and \( \ln(Y_t) = \sum_{j=0}^{t-1} \psi_j \mu_{t-j} \) is the \( MA(\infty) \) representation of the stationary part (cycle). The permanent shock \( (\varepsilon_t) \) and the transitory shock \( (\mu_t) \) are assumed to have a bi-variate Normal distribution as follows:

\[
\begin{pmatrix}
    \varepsilon_t \\
    \mu_t
\end{pmatrix}
\sim
IN\left(\begin{pmatrix}
    0 \\
    0
\end{pmatrix}; \begin{pmatrix}
    \sigma_{11} & \sigma_{12} \\
    \sigma_{21} & \sigma_{22}
\end{pmatrix}\right), \quad (2.6)
\]

i.e., shocks are independent, thus uncorrelated, across time, but may be contemporaneously correlated if \( \sigma_{12} \neq 0 \). This structure certainly implies conditional log-normality for \( X_tY_t \), although the converse may not be true. Under normality, the structure in (2.6) encompasses several cases of trend-cycle decomposition methods existent in the literature, particularly those based on the Beveridge-Nelson decomposition. For example, the Unobserved Components method discussed by Watson(1986), and the method in King et Al.(1991) impose \( \sigma_{12} = 0 \). However, for the method proposed by Vahid and Engle(1993) \( \sigma_{12} \neq 0 \), in general.

Under (2.3), (2.4) and (2.6) we can re-calculate (2.2). Its left-hand side is given by:
\[
E_0 \sum_{t=0}^{\infty} \beta^t u((1 + \lambda)c_t) = \frac{1}{1 - \sigma} (1 - \lambda)^{1-\sigma} \sum_{t=0}^{\infty} \beta^t \exp \left[ \frac{(1 - \sigma)^2 \cdot \omega_t^2}{2} \right] \cdot \alpha_0 (1 + \alpha_1)^t,
\]

(2.7)

where \( \omega_t^2 = (\sigma_{11} \cdot t + 2 \cdot \sigma_{12} \sum_{j=0}^{t-1} \psi_j + \sigma_{22} \sum_{j=0}^{t-1} \psi_j^2) \). Notice that although the \( c_t \) has an unbounded conditional asymptotic variance, the expression (2.7) is well defined. The reason is simple: the utility function in (2.3) above is homogeneous of degree \((1 - \sigma)\) in \( c_t \). Thus, \( \beta^t u((1 + \lambda)c_t) = \beta^{\sigma t} u((1 + \lambda)\beta^t c_t) \). The random variable \( c_t \) is \( O_p(t^{3/2}) \), thus, \( t^{-3/2} c_t \) is \( O_p(1) \), and so is \( u((1 + \lambda)t^{-3/2} c_t) \). Since \( 1/\beta^t \) is of Order higher than \( t^{3/2} \), \( \beta^{\sigma t} u((1 + \lambda)\beta^t c_t) \) converges in probability, and \( E_0 \sum_{t=0}^{\infty} \beta^t u((1 + \lambda)c_t) \) is defined.

Calculating the right-hand side of (2.2) for the difference-stationary case requires first some discussion about the limitations of macroeconomic policy. Implicit in (2.2) is the idea that the policymaker can deliver to the consumer the sequence \( \{c_t\}_{t=0}^{\infty} \) instead of \( \{c_d\}_{t=0}^{\infty} \). Notice that \( \{c_t\}_{t=0}^{\infty} \) can be free of any trend variation, cyclical variation, or both. In the exercise proposed in Lucas (1987), \( c_t = \alpha_0 (1 + \alpha_1)^t E(z_t) \). There, all the cyclical variation in \( c_t \) is eliminated. Since the trend is deterministic, this is equivalent to eliminating all the variability in \( c_t \) itself. Here, this equivalence is lost. We thus consider in this paper two possibilities. In the first, the policymaker has full power, i.e., he/she controls both the variance of the trend and the variance of the cycle. Then, \( c_t = \alpha_0 (1 + \alpha_1)^t E(z_t) \). In the second case, the policymaker has only the ability to control the cyclical variability of \( c_t \). Of course, this poses no problem when \( \sigma_{12} = 0 \), since the variance of the trend innovation is unaffected when the variance of the cyclical innovation goes to zero. However, this is not the case when \( \sigma_{12} \neq 0 \). To deal with this case, consider the following decomposition:

\[
\epsilon_t = \alpha \mu_t + \nu_t, \quad (2.8)
\]

where we decompose \( \epsilon_t \) into two orthogonal components: \( \mu_t \) and \( \nu_t \), where \( \nu_t \sim N(0, \sigma_\nu^2) \). In this case, controlling the variance of the cyclical innovation \( \mu_t \), replaces the sequence \( \{\epsilon_t\}_{t=0}^{\infty} \) by \( \{\nu_t\}_{t=0}^{\infty} \).

It is easy now to calculate the right-hand side of (2.2). In the case where the policymaker has full power, it is:
In the case where the policymaker has limited power, it is:

\[ E_0 \sum_{t=0}^{\infty} \beta^t u(c_t^*) = \frac{1}{1-\sigma} \sum_{t=0}^{\infty} \beta^t \exp \left[ \frac{(1-\sigma)}{2} \cdot \left( (1-\sigma) \cdot \frac{\sigma_v^2 \cdot t + \sigma_{22} \sum_{j=0}^{t-1} \psi_j^2}{2} \right) \right] \cdot (\alpha_0(1 + \alpha_1)^t)^{1-\sigma}. \]  

(2.9)

Given the parameters defining the processes \( \{c_t^*\}_{t=0}^{\infty} \) and \( \{c_t\}_{t=0}^{\infty} \), the compensation \( \lambda \) can now be solved as a function of \( (\sigma, \beta) \) for the two cases (policymaker with full and limited power). The two solutions are respectively:

\[ \lambda = \frac{\sum_{t=0}^{\infty} \beta^t \exp \left[ \frac{(1-\sigma)}{2} \cdot \left( (1-\sigma) \cdot \frac{\sigma_v^2 \cdot t + \sigma_{22} \sum_{j=0}^{t-1} \psi_j^2}{2} \right) \right] \cdot (\alpha_0(1 + \alpha_1)^t)^{1-\sigma}}{\sum_{t=0}^{\infty} \beta^t \exp \left[ \frac{(1-\sigma)}{2} \cdot \left( (1-\sigma) \cdot \frac{\sigma_v^2 \cdot t + \sigma_{22} \sum_{j=0}^{t-1} \psi_j^2}{2} \right) \right] \cdot (\alpha_0(1 + \alpha_1)^t)^{1-\sigma}} \cdot \left( (1-\sigma) \cdot \frac{(1 + \alpha_1)^t}{(1-\sigma)^{1-\sigma}} \right)^{\frac{1}{1-\sigma}} - 1. \]  

(2.10)

The same results for \( \lambda \) can be derived under log-utility. If the cycle is an AR(1) process, with autoregressive coefficient \( \phi \) (which is exactly what we get below), the expressions simplify to the following: if the policymaker has full power, we have:

\[ \lambda = \exp \left[ \frac{\beta}{2} \left( \frac{\sigma_{11}}{1-\beta} + \frac{\sigma_{22}}{1-\phi^2 \beta} + \frac{2\sigma_{12}}{1-\phi \beta} \right) \right] - 1. \]  

(2.13)

In the case where the policymaker has limited power, we get:

\[ \lambda = \exp \left[ \frac{\beta}{2} \cdot \frac{\sigma_{22}}{1-\phi^2 \beta} \right] - 1. \]  

(2.14)
Expressions (2.13) and (2.14) help to shed some light on comparative statics. They show that \( \lambda \) is an increasing function of \( \beta \), i.e., the risk compensation increases the less the consumer discounts the future. This result is intuitive, since under unit-roots, the consumer gets a monotonic increase in risk as the planning horizon increases. Moreover, an increase in risk, represented by an increase in either \( \sigma_{11} \), \( \sigma_{22} \), or \( \sigma_{12} \) would also increase \( \lambda \) since risk-averse consumers dislike risk.

3. The Data and Estimates

The data used in this paper are extracted from CITIBASE. They are post-war quarterly consumption, investment, and private GNP in constant 1987 dollars. Private GNP is the difference between GNP and government purchases. All data are expressed in per-capita terms. This is the same data set used in King et al. (1991) and Issler and Vahid (1995), spanning from 1947:1 to 1988:4. The choice of data reflects the idea of performing a trend-cycle decomposition based on a theoretical model. One possibility is to use the model of exogenous growth discussed in King, Plosser and Rebelo (1988), where consumption, investment and output share a common trend given by the random walk technology process. Equivalently, we could use Romer's (1986) endogenous growth model, which delivers the same long-run implications.

Figure 1 shows the three series in log-levels. Using data from 1947:1 to 1988:4, the cointegration tests performed in either King et al. (1991) or Issler and Vahid (1995) do not reject the null that the so called great-ratios are the cointegrating linear combinations, and that these three series share a common stochastic trend. This common trend can be interpreted either as the productivity random walk process (King, Plosser and Rebelo) or as the long-run physical capital stock (Romer). The Common-cycles test performed in Issler and Vahid, indicate that the three series share two common cycles, which can be interpreted as the transitional dynamics of the system.

Based on cointegration and on common-cycles test results, we perform the trend-cycle decomposition using the method proposed by Vahid and Engle (1993), and applied in Issler and Vahid (1995). Besides imposing tested common-trend restrictions, it also imposes tested common-cycles restriction in the identification.

\(^2\)We use this reduced data span so as to match the sample used in King et al. (1991) and Issler and Vahid (1995). In doing so we avoid re-estimating the parameters used here.
of trends and cycles. The Appendix discusses in some length how to decompose a multivariate data set containing unit roots into trends and cycles using the method in Vahid and Engle.

The results for consumption of applying this multivariate decomposition method, are presented in Figure 2. Table 1 shows the results of the variance decomposition of the one-step-ahead innovation of consumption. Cyclical shocks to consumption do not seem to be very important, a result consistent with consumption smoothing and in line with the evidence of the empirical consumption literature working with aggregate data.

Tests of normality for (log) consumption reveal that indeed this is a reasonable assumption. In Table 1, the results of the Jarque and Bera(1987) Lagrange Multiplier show that normality cannot be rejected for ln(X\textsubscript{t}Y\textsubscript{t}) at usual significance levels. For individual components, we find that both ln(X\textsubscript{t}) and ln(Y\textsubscript{t}) are normal at 1% significance, although ln(Y\textsubscript{t}) is not at 5%. At any rate, they are borderline cases. Having ln(X\textsubscript{t}Y\textsubscript{t}) normally distributed validates the use of the convenient hypothesis that non-deterministic consumption has a log-Normal distribution, implicit in deriving (2.11), (2.12), (2.13), and (2.14).

The next step for calculating \( \lambda \) is to estimate the cyclical process \( \ln(Y\textsubscript{t}) = \sum_{j=0}^{t-1} \psi_j \mu_{t-j} \), in particular the sequence \( \{\psi_j\}_{j=0}^{\infty} \). This is accomplished by estimating several low-order ARMA\((p,q)\) processes, and then selecting among them the one with the lowest Schwarz Information Criterion (SIC). The results from this estimation are presented in Table 2. The best model is the AR\((1)\):

\[
\ln(Y\textsubscript{t}) = \phi \ln(Y\textsubscript{t-1}) + \mu\textsubscript{t}.
\]

Notice that although the ARMA\((2,1)\) and the ARMA\((2,2)\) specifications have smaller information criteria, they show signs of common factors, a very common finding for ARMA estimation. Thus, the AR\((1)\) specification is preferred. Inspection of the Q-statistic and other diagnostic tests show that (3.1) is a reasonable representation of the data. A particularly interesting result attached to the AR\((1)\) process is that \( \sum_{j=0}^{t-1} \psi_j \) and \( \sum_{j=0}^{t-1} \psi_j^2 \) can be easily calculated. Since \( \psi_j = \phi^j \), we have: \( \sum_{j=0}^{t-1} \psi_j = \frac{1-\phi^t}{1-\phi} \) and \( \sum_{j=0}^{t-1} \psi_j^2 = \frac{1-\phi^{2t}}{1-\phi^2} \). The estimated autoregressive coeffi-

---

3The method in King et al.(1991), which imposes tested cointegration restrictions, is just-identified. Thus, the method in Vahid and Engle(1993) imposes over-identifying restrictions on the reduced form of the data to recover trends and cycles. Both decompositions are in fact based on the multivariate version on the Beveridge and Nelson(1981) trend-cycle decomposition, where trends are random walks (or martingales) and can be interpreted as the value that the long-run forecast of the original series converges to.
cient is 0.86, which shows that although the cycle is not a long-memory process, it certainly has persistency features.

The only issue left to discuss is the variance of innovations to trend and to cycle and the deterministic components of ln(c_t). The innovations to trend were obtained by simply first differencing it. Since the trend is a Martingale with respect to the information set in the VECM in (6.7) below, its first differences are its innovations. The cyclical innovations were estimated through the AR(1) estimation discussed above. Trend and cycle innovations are negatively correlated, as shown in Table 1. The variance of the trend innovation is much bigger than its cyclical counterpart. The results of the orthogonalization procedure described in (2.8) above are also shown in Table 1. The deterministic components were extracted from the data by simply detrending the stochastic trend component and demeaning the cyclical component. The deterministic parts were then added together, and the estimates of the coefficients α_0 and α_1 determined. The results are reported in Table 1 as well.

4. The Calculation Results

Given the estimates of σ_{11}, σ_{22}, σ_{12}, σ_0^2, α_0, α_1, and ψ_j found above, we can calculate λ(β, σ), i.e., the value of the compensation the consumer requires at all dates and states to be indifferent between \{(1 + λ)c_t\}_{t=0}^{\infty} under uncertainty and \{c_t\}_{t=0}^{\infty}. Table 3 displays some values of this function for selected values of (β, σ). The range of values is from 0.0064% to 0.66% in the case where the policymaker has limited power, and from 0.26% to 0.85% in the case the policymaker has full power. These results, compared to the appropriate ones found in Lucas(1987), show that considering unit roots increase the welfare gains of cycle smoothing. For example, using β = 0.95 in an annual basis, Lucas found λ's of 0.008%, 0.042%, 0.084%, and 0.17% for the following values of σ respectively: 1, 5, 10, 20; see Table 3 (c). Compared to the values reported in Table 3 (a) and (b), these numbers are much smaller. For the full power case, our number is 32.5 times larger under log-utility. For σ = 20, it is 3.7 times larger. Even if we compare Lucas findings to the case where the policymaker has limited power, we find large discrepancies: for σ = 5, our number is 9.9 times larger; for σ = 10, it is 6.3 times larger; and for σ = 20, it is 3.5 times larger. Figures 3 through 12 show different aspects of the impact of the function λ(β, σ). Clearly, a decrease in the rate of discount for future utilities increases λ exponentially, since it discounts less long-run utilities with very large variances. The effect of an increase in risk aversion also increases.
\( \lambda \) for the full power case, although a rebound is found for the limited power case.

The discrepancies found between our results and those in Lucas are no surprise. If the trend in consumption is stochastic, the consumer faces unbounded uncertainty asymptotically. This, of course, he/she dislikes more than the bounded uncertainty implicit in the calculations in Lucas. Therefore, under unit-roots, consumption compensation must be higher. In this case, it is at most 32.5 times higher. For 1994 figures, the maximum total compensation per capita, in dollars of 1987, for the values of \( \beta \) and \( \sigma \) considered in Table 3 (a) and (b) is $116.73. Of course, this is much larger than the benchmark value of $8.50 given in Lucas.

Although this amount is far from being negligible, it is also not large either. In some sense, this results illustrates the price in terms of welfare of the unit-roots debate, e.g. Christiano and Eichenbaum(1989) and Campbell and Perron(1991). Given the fact that the consumer discounts the future exponentially, even the uncertainty of the conditional mean of consumption under a unit-root is negligible asymptotically. Thus, although the "asymptotics are different " for hypothesis testing, as Stock and Watson(1988) put it, it is not very different in terms of welfare implications.

We now turn to the connection between cycle smoothing and growth. Ramey and Ramey(1995) found strong evidence that the variance of the innovations to growth has a negative effect on growth, controlling for a reasonable set of variables. This result is robust to changes in the specification of the variance to the innovations and to changes in the controlling variables. A similar relationship between volatility and growth was also found by other authors, e.g., Kormendi and Meguirre(1985) and Grier and Tullock(1989) inter-alia. Ramey and Ramey note that if this relationship is true, calculations such as Lucas(1987) are invalid. The problem lies in using the same growth rate of consumption for \( \{C_t\}_{t=0}^{\infty} \) and \( \{c_t\}_{t=0}^{\infty} \), when different rates should be used due to the positive effect on growth resulting from cycle smoothing.

To investigate this issue numerically, we considered the effect found by Ramey and Ramey in our calculations. For the OECD-country sample, they found a negative slope of 0.385 for the volatility of growth in the growth equation. This means that if all innovation volatility (standard deviation) is controlled, growth should increase by 0.385 \( \times \sigma_i \) a year, where \( \sigma_i \) is the standard deviation of the total innovation to growth. For the US, Ramey and Ramey estimate of \( \sigma_i \) is 0.0244. Thus, under their estimates, controlling all the innovation to growth would imply an increase to growth in the US of 0.94\% a year, which is a sizable effect. We incorporate this effect in our calculations assuming that income and consumption
growth will be identical under the effects of cycle-smoothing. This hypothesis can be based on either the exogenous or endogenous growth models discussed above, and is true at least in steady-state. Having the policymaker controlling all the variance of the innovations to the system corresponds to the full power case discussed above. In the case of limited power, we assume that the policymaker controls the same proportion of the total innovation growth variance as he/she does for the total innovation to consumption variance. Thus, growth will increase by \[(0.0000596)^{1/2} \times (1 - (1 - 0.131746031)^{1/2}) \times 0.385 = 0.0641001\% \text{ a year,}
\]
which is a much smaller effect. Results are presented in Table 3 (d) and (e).

Incorporating the interaction between growth and volatility under unit roots completely changes the order of magnitude of the compensation the consumer requires to accept risk. For the full power case the compensation can be as great as 40%! Even for the case of limited power it can be as high as 3.5%. We do not suggest here that these are the best estimates for the welfare gains of cycle smoothing, given how precariously we estimated the effects on growth of controlling volatility. However, these number illustrate that once the dichotomy between the growth and the cyclical component is relaxed, the welfare gains of cycle smoothing can be substantial.

5. Conclusions

Our results show that once the dichotomy between trend and cyclical components of consumption is lost, calculations of the welfare gains of cycle smoothing may be greatly altered. By itself, the assumption that consumption has a unit root cannot change dramatically the value of consumer's compensation $\lambda$, although $\lambda$ can increase more than 30 fold. However, the impact of controlling volatility can be substantial, as the results in Table 3 (d) and (e) show. Although our results are still preliminary, they show a direction to which counter-cyclical policy can matter for a rational consumer. However, further research is needed to investigate how robust our results are to changes in the decomposition method used.
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6. Appendix

6.1. Co-Movement Restrictions in Dynamic Models

Before discussing the dynamic representation of the data, and the trend-cycle decomposition method used, we present the definitions of common trends and
common cycles; for a full discussion see Engle and Granger (1987) and Vahid and Engle (1993) respectively. First, we assume that \( y_t \) is a \( n \)-vector of I(1) variables, with the following stationary Wold representation (MA(\( \infty \))):

\[
\Delta y_t = C(L)\varepsilon_t, \tag{6.1}
\]

where \( C(L) \) is a matrix polynomial in the lag operator, \( L \), with \( C(0) = I_n \), and \( \sum_{j=0}^{\infty} |C_j| < \infty \). \( \varepsilon_t \) is a \( n \times 1 \) vector of stationary one-step-ahead linear forecast errors in \( y_t \), given information on lagged values of \( y_t \). We can rewrite equation (6.1) as:

\[
\Delta y_t = [C(1) + \Delta C^*(L)]\varepsilon_t. \tag{6.2}
\]

If we integrate both sides of equation (6.2) we get:

\[
y_t = C(1) \sum_{s=0}^{\infty} \varepsilon_{t-s} + C^*(L)\varepsilon_t
= T_t + C_t. \tag{6.3}
\]

Equation (6.3) is the multivariate version of the Beveridge-Nelson trend-cycle representation (Beveridge and Nelson (1981)). Series \( y_t \) are represented as sum of a random walk part \( T_t \), which is called the "trend," and a stationary part \( C_t \), which is called the "cycle."

Definition 1: The variables in \( y_t \) are said to have common trends (or cointegrate) if there are \( r \) linearly independent vectors, \( r < n \), stacked in a \( r \times n \) matrix \( \alpha' \), with the property that:

\[
\alpha' C(1) = 0. \tag{6.4}
\]

Definition 2: The variables in \( y_t \) are said to have common cycles if there are \( s \) linearly independent vectors, \( s \leq n - r \), stacked in a \( s \times n \) matrix \( \tilde{\alpha}' \), with the property that:

\[
\tilde{\alpha}' C^*(L) = 0. \tag{6.5}
\]

Thus, cointegration and common cycles represent restrictions on the elements of \( C(1) \) and \( C^*(L) \) respectively. We now discuss restrictions to the dynamic autoregressive representation of economic time series arising from cointegration.
(common trends) and common cycles. First, we assume that $y_t$ is generated by a Vector Autoregression (VAR):

$$y_t = \Gamma_{1} y_{t-1} + \Gamma_{2} y_{t-2} + \ldots + \Gamma_{p} y_{t-p} + \varepsilon_{t}, \quad (6.6)$$

Engle and Granger (1987) show that, if and only if the elements of $y_t$ cointegrate, the system (6.6) can be written as a Vector Error-Correction Model (VECM). This shows the existence of cross-equation restrictions in the VAR given by cointegration:

$$\Delta y_t = \Gamma_{1}^{*} \Delta y_{t-1} + \Gamma_{2}^{*} \Delta y_{t-2} + \ldots + \Gamma_{p-1}^{*} \Delta y_{t-p+1} + \gamma \alpha' y_{t-1} + \varepsilon_{t}, \quad (6.7)$$

where $\gamma$ and $\alpha$ are full rank matrices of order $n \times r$, $r$ is the rank of the cointegrating space, $I - \sum_{i=1}^{p} \Gamma_{i} = -\gamma \alpha'$, and $\Gamma_{j}^{*} = -\sum_{i=j+1}^{p} \Gamma_{i}$. Given the cointegrating vectors stacked in $\alpha'$, they show that (6.7) parsimoniously encompasses (6.6). Clearly, given the parameters in (6.7), one can recover those of (6.6) by the formulae above. Moreover, (6.6) has $n^2 \times p$ parameters in the conditional mean, while (6.7) has $n^2 \times (p - 1) + n \times r$. Thus, $n \times (n - r)$ fewer parameters.

Vahid and Engle (1993) show that the dynamic representation of the data $y_t$ may have additional cross-equation restrictions if there are common cycles. To see this, recall that the cofeature vectors $\tilde{\alpha}_{i}^{*}$, stacked in an $s \times n$ matrix $\tilde{\alpha}^{*}$, eliminate all the serial correlation in $\Delta y_t$. Now, rotate $\tilde{\alpha}$ to have an $s$ dimensional identity sub-matrix as follows:

$$\tilde{\alpha}^{*} = [I_{s} \quad \tilde{\alpha}^{*}'], \quad (6.8)$$

thus, $\tilde{\alpha}^{*} \Delta y_t$ can be looked at as $s$ pseudo-structural form equations for the first $s$ elements of $\Delta y_t$. Complete the system by adding the unconstrained VECM equations in (6.7) for the remaining $n - s$ elements of $\Delta y_t$ to get the following system:

$$\begin{bmatrix} I_{s} & \tilde{\alpha}^{*} \end{bmatrix} \Delta y_{t} = \begin{bmatrix} 0 & \cdots & 0 \\ 0 & \cdots & 0 \\ \Gamma_{1}^{* *} & \Gamma_{2}^{* *} & \ldots & \Gamma_{p-1}^{* *} & \gamma^{*} \end{bmatrix} \begin{bmatrix} \Delta y_{t-1} \\ \Delta y_{t-2} \\ \vdots \\ \Delta y_{t-p+1} \\ \alpha' y_{t-1} \end{bmatrix} + \eta_{t}, \quad (6.9)$$

where $\Gamma_{1}^{* *}$ and $\gamma^{*}$ represent the partitions of $\Gamma_{i}^{*}$ and $\gamma$ respectively, corresponding to the bottom $n - s$ reduced form VECM equations in (6.7), and:
\[ \eta_t = \begin{bmatrix} I_s & \tilde{\alpha}^\star & \cdots \end{bmatrix} \varepsilon_t, \]

It is easy to show that (6.9) parsimoniously encompasses (6.7). Since \[
\begin{bmatrix}
I_s & \tilde{\alpha}^\star & \cdots \\
0 & I_{n-s}
\end{bmatrix}
\] is invertible, it is possible to recover (6.9) from (6.7) by inverting it. Notice, however, that the latter has \(s \times (n \cdot p + r) - s \times (n - s)\) fewer parameters.

6.2. The Trend-Cycle Decomposition Method (Vahid and Engle(1993))

We now discuss the trend-cycle decomposition proposed in Vahid and Engle(1993). Recall equation (6.3):

\[ y_t = C(1) \sum_{s=0}^{\infty} \varepsilon_{t-s} + C^\star(L)\varepsilon_t. \]

Consider now the following special case: \(n = r + s\). Stack the cofeature and the cointegrating combinations:

\[
\begin{bmatrix}
\tilde{\alpha}'y_t \\
\alpha'y_t
\end{bmatrix} = 
\begin{bmatrix}
\tilde{\alpha}'T_t \\
\alpha'C_t
\end{bmatrix}. \tag{6.11}
\]

The \(n \times n\) matrix \(A = \begin{bmatrix} \tilde{\alpha}' \\ \alpha' \end{bmatrix}\) has full rank, and therefore is invertible. Partition the columns of the inverse conformably to \(A\) as \(A^{-1} = [\tilde{\alpha}^- \ \alpha^-]\), and recover the common-trend common-cycle decomposition by pre-multiplying the cofeature and cointegrating combinations by \(A^{-1}\):

\[ y_t = A^{-1}Ay_t = \tilde{\alpha}^- (\tilde{\alpha}'y_t) + \alpha^- (\alpha'y_t), \tag{6.12} \]

implying \(T_t = \tilde{\alpha}^- (\tilde{\alpha}'y_t)\) and \(C_t = \alpha^- (\alpha'y_t)\).

Notice that the first term in (6.12) loads into the cofeature-vector linear combinations, while the second loads into the cointegrating-vector linear combinations. Indeed, this illustrates that the first are trend generators, while the second are cycle generators in this decomposition.
Table 1: Descriptive Statistics of the Elements of $\ln(c_t)$

<table>
<thead>
<tr>
<th>Component</th>
<th>Estimate</th>
<th>Jarque-Bera Statistic</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln(X_tY_t)$</td>
<td>-</td>
<td>4.34</td>
<td>0.11</td>
</tr>
<tr>
<td>$\ln(X_t)$</td>
<td>-</td>
<td>5.54</td>
<td>0.063</td>
</tr>
<tr>
<td>$\ln(Y_t)$</td>
<td>-</td>
<td>6.43</td>
<td>0.04</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>6.798</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.00443</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_{11}$</td>
<td>6.39E-5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_{22}$</td>
<td>3.51E-5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_{12}$</td>
<td>-1.80E-5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma^2_{\phi}$</td>
<td>5.47E-5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.86</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 2: Cyclical Component Estimation Using ARMA Models

<table>
<thead>
<tr>
<th>Model</th>
<th>SIC</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA(1)</td>
<td>-9.61</td>
<td>-9.65</td>
</tr>
<tr>
<td>AR(1)</td>
<td>-10.23</td>
<td>-10.27</td>
</tr>
<tr>
<td>ARMA(1, 1)</td>
<td>-10.21</td>
<td>-10.26</td>
</tr>
<tr>
<td>ARMA(2, 1)</td>
<td>-10.26</td>
<td>-10.34</td>
</tr>
<tr>
<td>ARMA(1, 2)</td>
<td>-10.19</td>
<td>-10.26</td>
</tr>
<tr>
<td>ARMA(2, 2)</td>
<td>-10.24</td>
<td>-10.33</td>
</tr>
<tr>
<td>SMA(4)AR(1)</td>
<td>-10.22</td>
<td>-10.27</td>
</tr>
<tr>
<td>SAR(4)AR(1)</td>
<td>-10.22</td>
<td>-10.27</td>
</tr>
</tbody>
</table>
Table 3: Consumption Compensation ($\lambda\%$) for Different ($\beta, \sigma$) Values

(a) Policymaker with Full-Power

<table>
<thead>
<tr>
<th>$\beta$ Equivalent in a Yearly Basis</th>
<th>$\sigma = 1$</th>
<th>$\sigma = 5$</th>
<th>$\sigma = 10$</th>
<th>$\sigma = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 0.950$</td>
<td>0.26</td>
<td>0.51</td>
<td>0.58</td>
<td>0.62</td>
</tr>
<tr>
<td>$\beta = 0.971$</td>
<td>0.42</td>
<td>0.61</td>
<td>0.64</td>
<td>0.66</td>
</tr>
<tr>
<td>$\beta = 0.985$</td>
<td>0.85</td>
<td>0.72</td>
<td>0.70</td>
<td>0.69</td>
</tr>
</tbody>
</table>

(b) Policymaker with Limited-Power

<table>
<thead>
<tr>
<th>$\beta$ Equivalent in a Yearly Basis</th>
<th>$\sigma = 1$</th>
<th>$\sigma = 5$</th>
<th>$\sigma = 10$</th>
<th>$\sigma = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 0.950$</td>
<td>0.0064</td>
<td>0.414</td>
<td>0.53</td>
<td>0.60</td>
</tr>
<tr>
<td>$\beta = 0.971$</td>
<td>0.0066</td>
<td>0.497</td>
<td>0.58</td>
<td>0.63</td>
</tr>
<tr>
<td>$\beta = 0.985$</td>
<td>0.0066</td>
<td>0.586</td>
<td>0.64</td>
<td>0.66</td>
</tr>
</tbody>
</table>

(c) Lucas(1987) Benchmark Values

<table>
<thead>
<tr>
<th>$\beta$ Equivalent in a Yearly Basis</th>
<th>$\sigma = 1$</th>
<th>$\sigma = 5$</th>
<th>$\sigma = 10$</th>
<th>$\sigma = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 0.950$</td>
<td>0.008</td>
<td>0.042</td>
<td>0.08</td>
<td>0.17</td>
</tr>
</tbody>
</table>

(d) Volatility Effect: Policymaker with Full-Power

<table>
<thead>
<tr>
<th>$\beta$ Equivalent in a Yearly Basis</th>
<th>$\sigma = 1$</th>
<th>$\sigma = 5$</th>
<th>$\sigma = 10$</th>
<th>$\sigma = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 0.950$</td>
<td>20.7</td>
<td>7.3</td>
<td>4.2</td>
<td>2.5</td>
</tr>
<tr>
<td>$\beta = 0.971$</td>
<td>36.3</td>
<td>8.6</td>
<td>4.6</td>
<td>2.6</td>
</tr>
<tr>
<td>$\beta = 0.973$</td>
<td>40.6</td>
<td>8.8</td>
<td>4.7</td>
<td>2.6</td>
</tr>
</tbody>
</table>

(e) Volatility Effect: Policymaker with Limited-Power

<table>
<thead>
<tr>
<th>$\beta$ Equivalent in a Yearly Basis</th>
<th>$\sigma = 1$</th>
<th>$\sigma = 5$</th>
<th>$\sigma = 10$</th>
<th>$\sigma = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 0.950$</td>
<td>1.3</td>
<td>0.580</td>
<td>0.362</td>
<td>0.223</td>
</tr>
<tr>
<td>$\beta = 0.971$</td>
<td>2.2</td>
<td>0.695</td>
<td>0.403</td>
<td>0.238</td>
</tr>
<tr>
<td>$\beta = 0.973$</td>
<td>3.5</td>
<td>0.785</td>
<td>0.431</td>
<td>0.247</td>
</tr>
</tbody>
</table>
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